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Abstract. There is an ever-increasing demand for higher performance higher efficiency 
gas-turbines.  The first stage of the high-pressure turbine is subjected to high 
temperatures as a result.  Elaborate cooling strategies are required to ensure the life of 
the stator and rotor with minimal impact to efficiency.  The trailing edges of the vanes 
and blades that constitute the stator and rotor are particularly vulnerable and coolant 
flow is typically ejected out the trailing edge to ensure life.  This coolant flow interacts 
with the unsteady trailing edge wake that feeds the downstream blade rows.  The 
present study evaluates RANS and URANS for predicting the downstream momentum 
and thermal wake evolution.  Simulation results for three different trailing edge coolant 
flow rates are validated against available experimental data.  Favorable agreement in 
vane loading and momentum wake deficits are noted.  The URANS simulations capture 
Kelvin-Helmholtz induced vortex shedding due to the shear layers that form 
downstream of the suction-side and pressure-side surfaces.  Resolving the resulting 
vortex shedding is shown to have a small impact on the wake evolution.  It is shown that 
the momentum and thermal wakes evolve in different locations that are attributed to 
compressibility, shock formation and coolant ejection location.   
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1 INTRODUCTION 

Gas turbine technology continues to evolve to meet demands for higher efficiency.  
One of the primary drivers for improved efficiency is the firing temperature of the 
combustor.  Higher temperatures, coupled with higher compressor pressure ratios, can 
improve the overall efficiency of the engine (Wilcock et al., 2005).  Higher combustor 
temperatures require intricate cooling strategies in the downstream turbine to ensure 
turbine component life (Bunker, 2007).  This is typically accomplished by utilizing high 
temperature metal alloys and coatings in the construction of turbine components and by 
diverting a certain potion of air from the compressor, bypassing the combustor, and 
circulating it through internal cavities of the vanes and blades for coolant purposes.  A 
significant portion of this coolant flow is blown out the trailing edge (TE) for 
convective cooling purposes.  Understanding the impact of this coolant flow on mixing 
losses and wake evolution is essential in understanding stage performance and wake 
impact on downstream blade rows.  This paper focuses on a fundamental numerical 
study of a transonic vane with trailing edge cooling to understand the impact of the 
coolant flow on wake evolution and migration. 

Unsteady flow behind bluff bodies has received significant attention by the scientific 
community.  Roshko (1954) presents an excellent overview on the differences between 
large-scale unsteadiness and turbulence for flow past a circular cylinder at different 
Reynolds numbers.  Measurements of downstream streamwise-velocity components 
were conducted.  For low Reynolds numbers the energy content of the flow downstream 
is comprised of large-scale deterministic unsteadiness.  At increasingly higher Reynolds 
numbers the energy content will contain added contributions from turbulent random 
fluctuations. More recently, Williamson (1996) provided a review of the dynamics in 
wakes for laminar, transitional and turbulent flow and 3D instabilities.   

A significant amount of work has been done regarding unsteady effects of trailing 
edge cooling on trailing edge heat transfer (Martini et al., 2006; Medic and Durbin, 
2005) as well as un-cooled trailing-edge wakes.   

Sieverding and Heinemann (1990) demonstrated experimentally that the fundamental 
frequency of large-scale vortex shedding downstream of a 2D transonic turbine airfoil is 
a strong function of the boundary layer state.  The Strouhal number changed by nearly 
80% based of the boundary layer that formed the shear layers on the suction-side and 
pressure-side surfaces at the trailing edge.  Gehrer et al. (2000) further demonstrated 
that the shedding frequency of an un-cooled turbine vane was a strong function of the 
trailing edge shape and Reynolds number based on linear cascade data.  Cicatelli and 
Sieverding (1997) investigated the impact of unsteady vortex shedding on the pressure-
side and suction-side surfaces in the vicinity of a thick trailing edge without trailing 
edge cooling.  The pressure fluctuations impacted the boundary layer flow developing 
on the pressure-side and suction-side surfaces approaching the trailing edge.  The Root 
Mean Square (RMS) values of the fluctuations were dominated by the periodic 
component with a smaller contribution coming from the random component.  Later, 
Sieverding et al. (2003) attributed strong suction-side pressure variations to downstream 
vortex shedding. 

The studies noted to this point have not considered trailing edge cooling impacts on 
downstream wakes.  Brundage et al. (2007) presented trailing edge heat transfer and 
downstream aerodynamic wake measurements of a flat plate model with different 3D 
ejection geometries and coolant mass flow ratios.  Optimal coolant flow rates for heat 
transfer and aerodynamics were noted for 2.8% and 2.1% respectively.  Ames et al. 
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(2007) demonstrated a strong relation between Reynolds number, free-stream 
turbulence, and blowing rate on aerodynamic losses for a 2D vane linear cascade with 
3D ejection geometries.  Chen et al. (2008) conducted 2D PIV measurements 
downstream of a NACA 0012 airfoil with pressure-side bleed slots.  Velocity and 
turbulence measurements were made for different blowing rates.  The measurements 
demonstrate impact of a 3D slot geometry on energy exchange between different 
velocity components.  Kapteijn et al. (1996) conducted an experimental investigation of 
pressure-side and trailing-edge cooling ejection geometries of a 2D transonic vane in a 
linear cascade.  This work was done in conjunction with the work of Sieverding et al. 
(1996) who conducted a similar investigation for the same airfoil radially stacked in an 
annular cascade.  Both investigations considered air as the coolant flow and measured 
downstream total pressure (1D profiles by Kapteijn et al. and 2D planar contours by 
Sieverding et al.). Kapteijn et al. also conducted simulations with CO2 as the coolant 
flow to study density ratio effects as well as to assess the concentration wake evolution.  
The present study investigates the predictive capability of steady and unsteady Reynolds 
Averaged Navier Stokes (RANS and URANS respectively) for the momentum and 
concentration wakes reported experimentally by Kapteijn et al. for different blowing 
rates.  The goal is to better understand the role of unsteadiness on the downstream total 
pressure and concentration wake evolution and mixing.     

2 OVERVIEW OF CASE FOR NUMERICAL STUDY  

The pressure-side cooling configuration of Kapteijn et al. (1996) was selected for the 
present study and the vane geometry is provided in Table 1. 

 
Table 1.  Vane geometry details (from Kapteijn et al., 1996). 

   
Isentropic outlet Mach No. M2,is = 1.05 
Outlet Re2 Re2 = 106 
Outlet flow angle 2 = 70…75 
Pitch-to-chord ratio   g/c = 0.75 
Chord length  c = 72.00 mm 
Axial chord length cax = 43.10 mm 
Stagger angle  = 51.9 
Trailing edge thickness te = 1.70 mm 

 
The primary flow was air with total pressure Pt = 1.62x106 Pa and total temperature Tt = 
440 K.  The turbulence intensity was quoted TI = 1%.  Studies were conducted for both 
air and CO2 as the secondary flow at a temperature of T = 287 K and for secondary to 
primary mass flow ratios of cm = 0%, 2%, 3% and 4%.  Downstream mixing between 
the two gases was assumed to be dominated by turbulent mixing and not diffusion so 
the diffusion coefficient was set to a small value.  The validation metrics consisted of 
vane loading, wake total pressure profiles and characterization of CO2 in the wake.      

3 COMPUTATIONAL DETAILS 

Three-dimensional simulations were conducted using CFX v11.0.  A two fluid 
problem was simulated in order to be consistent with the experiment.  The hot gas path 
flow was assumed to be air with R = 287 J/kg K and  = 1.40 whereas the secondary 
coolant flow was assumed to be CO2 with R = 189 J/kg K and  = 1.28.  This approach 
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enabled accurate treatment of the local gas thermodynamics which thus ensured the 
CFD matched the experimental density and momentum ratios for the ejected flow.   

Figure 1 presents the computational domain and boundary conditions.  A single 
vane was simulated with translationally periodic boundary conditions specified at mid-
pitch to mimic conditions of a linear cascade.  Total pressure and temperature were 
specified at the inflow boundary consistent with those reported.  The static pressure was 
set at the outflow boundary based on the pressure ratio of the experiments.  Adiabatic 
wall boundary conditions were assumed for all of the vane surfaces and sidewalls.  
Subsequent simulations replaced the sidewalls with periodic boundary conditions as the 
aspect ratio was deemed sufficiently large so that the midspan flow was essentially 2D 
and not impacted by secondary flow structures near the sidewalls.  This reduced the 
computational cost of the simulations.  Finally, the secondary flow mass flow and 
temperature were prescribed at the location shown in Figures 1 and 2.  

 

 
 

Figure 1.  Computational domain and boundary conditions. 
 

The computational grid consisted of tetrahedral elements in the core flow and prism 
elements near the solid walls to resolve the boundary layer as shown in Figure 2.  The 
grid was constructed such that 20 prism elements spanned the boundary layer with a 
near wall spacing that ensured y+ < 1 everywhere.  Mesh sensitivity studies were 
conducted for the wake and boundary layer flows.  No attempts were made to resolve 
the passage shock.  It was determined that local refinement was needed in the slot 
region and in the wake to achieve grid independence.  Additional refinement was added 
up to one chord downstream, the approximate location of a downstream bladerow, and 
depicted in Figure 2.  This resulted in nearly 150 control volumes spanning the lateral 
extent of the unsteady wake and nearly half of which resolved the resulting time 
averaged wake.  It is important to note that this high level of refinement exists for 
profile locations 1 and 2 but not for locations 3 and 4.   
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Figure 2.  Coolant ejection geometry, wake profile locations and computational grid. 
 
An assessment of turbulence models was performed for the cm = 3% design point.  

Steady RANS simulations were conducted with the k- (Wilcox, 1988), SST (Menter, 
1994) and Spalart-Allmaras (Spalart and Allmaras, 1992) turbulence models. Both 
RANS and URANS calculations were conducted with the Wilcox k- turbulence model 
only.  All simulations were conducted with a constant turbulent Prandtl number PrT = 
0.9 which is questionable for wake evolution with heat transfer and turbulent mixing 
(Xu and Zhou, 2005). The RANS simulations were considered converged when all 
equation RMS residuals reached at least 1.0x10-6.  The URANS simulations were 
conducted with a time step of t = 5.0x10-7 seconds with 5 inner iterations to converge 
each time step.  The unsteady simulations were initiated from the steady simulations 
and advanced in time until a statistical steady state was achieved.  The time step used 
for the simulations resulted in approximately 35-40 time steps per shedding cycle.  
Time averaging took place over 12 shedding cycles.   

4 RESULTS 

Figure 3 compares experimental and numerical Schileren images of the passage 
shocks and downstream wake for the cm = 3%.  The oblique shock that forms off of the 
pressure-side bleed slot impacts the suction-side surface of the neighboring blade.  
Shock induced boundary layer separation on the suction-side surface was noted by the 
experimental Schlieren and was predicted in the CFD case for the cm = 0% case.  CFD 
simulations for cm = 2% and higher did not show boundary layer separation.  The flow 
continues to accelerate and ends in a strong normal shock sitting on the trailing edge 
suction-side surface.  
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(a) (b) 

Figure 3.  Schlieren visualization for cm = 0%  
(a) From Kapteijn et al (1996) [reproduced by permission ASME] (b) Numerical Schlieren (steady, k-

) 
 
Figure 4 presents vane loading RANS results for different turbulence models at the 

design cooling flow case cm = 3%.  Also included in the figure are results for time 
averaged k- URANS and compares the impact of blowing air and CO2 through the 
slot.  The impact of turbulence models on vane loading, even in the vicinity of the 
shock-boundary layer interaction location near x/c = 0.3, is negligible.  Furthermore, the 
impact of blowing air versus CO2 has no discernable impact on vane loading.  The only 
notable difference is the comparison of RANS and URANS.  The time averaged 
URANS results are in closer agreement with the shock strength but predict a throat 
location that is slightly further downstream than was measured experimentally.  

 
Figure 4.  Vane loading for different scenarios (cm = 3%) 

 
Figure 5 presents steady k- RANS computed Mach number contours in the cascade 

for the four blowing rates considered in this investigation.  The case with no blowing 
effectively results in a backward-facing step on the pressure-side surface at the slot 
breakout location.  The result is a strong normal shock in the passage.  The addition of 
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cooling flow acts as a streamline for the primary flow and reduces the shock strength.  
Further increasing the coolant supply effectively reduces the passage area and reduces 
the strength of the passage shock that forms off of the pressure-side surface just 
upstream of the coolant discharge location. 
 

 
      (a)             (b) 

  
(c) (d) 

Figure 5.  Mach number contours for different coolant flow rates (steady, k-) 
(a) 0% (b) 2% (c) 3% (d) 4% 
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Figure 6 shows the steady k- RANS computed surface isentropic Mach number 

distribution on the pressure-side and suction-side surfaces plotted against the 
experimental data for different secondary flow rates.   Aside from the noticeable 
differences at the shock location near x/c = 0.4 the agreement is comparable.  Increasing 
the amount of coolant flow ejected through the trailing edge impacts the loading on the 
suction-side in two ways.  First, it causes the throat location (M = 1) to shift 
downstream slightly as can be seen near x/c = 0.2.  Second, and far more noticeable, the 
shock strength weakens with increased coolant flow rate due to displacement effects.  
The pressure recovery downstream of the shock (0.5 < x/c < 1.0) is a strong function of 
no-flow vs flow cases but is independent of the amount of coolant flow ejected.   

 
Figure 6.  Surface isentropic Mach number distributions along vane pressure-side and suction-side 

surfaces along mid-span (steady, k-). 
 

All subsequent results are for simulations with CO2 as the secondary flow.  The 
impact of large-scale unsteadiness on the wake can be seen in Figure 7.  The 
instantaneous span-wise vorticity in the wake shows the impact of the Kelvin-
Helmholtz induced vortex shedding for the cm = 3% case.  The computed Strouhal 
number for this shedding was determined to be St = 0.277 based on downstream 
average velocity and trailing edge radius (Table 1) of the original airfoil.  This finding is 
comparable with those of Ning and He (2001) who conducted URANS simulations for 
an un-cooled transonic vane with a thick trailing edge measured experimentally by 
Cicatelli and Sieverding (1997).  Ning and He (2001) reported URANS predictions of 
St = 0.245 whereas Cicatelli and Sieverding (1997) reported an experimentally 
measured value of St = 0.27. 
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Figure 7.  URANS instantaneous span-wise vorticity for 3% case (unsteady, k-) 
 

Figure 8 shows the extent of the thermal wake for cm = 3%.  The impact of the 
trailing edge vortex shedding is clearly evident on the thermal wake.  However, the time 
averaged wake is qualitatively similar to the steady wake.  This will be quantified in 
more detail later. 

 
 

 
 

Figure 8.  Total temperature contours in wake for cm = 3%  
(a) k- URANS: Time instantaneous (b) k-URANS: time averaged (c) k- RANS 

 
In order to better understand the time-scales associated with the unsteadiness and 
turbulent mixing an assessment of large-scale structures (integral scale) 
 

 kL      Eq (1) 

 
 and small-scale structures (Kolmogorov scale) 
 

  21       Eq (2) 

 
based on the steady RANS results were computed and are presented in Figure 9.  The 
integral time scale computed is precisely the range of the vortex shedding time scale of 
 = 1.75x10-5 seconds discussed earlier.   
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(a)     (b)  

 
(c) 

 
Figure 9.  Time scales for cm = 3% case (a) Kolmogorov time scale (log scale) (b) Integral time scale 

(log scale) (c) Time scale ratio (linear scale) 
 
Figure 10 compares steady RANS results for different turbulence model predictions 

of the thermal and momentum wakes.  Both the total pressure and total temperatures are 
normalized by the free-stream value for Station 1.  The impact of the different 
turbulence models is relatively benign and has seemingly no impact on wake evolution 
or mixing.  Initially the thermal and momentum wakes are aligned along different axes 
as shown at Station 1.  This misalignment can be attributed to the shocks and viscous 
losses responsible for a large total pressure wake.  In the absence of cooling these 
mechanisms have a minor impact on the thermal wake.  Introducing cooling through the 
pressure-side bleed slots results in a thermal wake directed along the axis of ejection 
which is different than the momentum wake which is largely dominated by shock and 
viscous losses.  
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Figure 10.  Momentum and thermal wake predictions for different turbulence models:  

Station 1 (upper) and Station 2 (lower). 
 
Comparison against available data for the momentum wake is provided in Figure 11.  

Unfortunately no data is available to directly validate the thermal wake predictions.  The 
figure shows k- RANS and time-averaged URANS predictions in the wake compared 
against available experimental total pressure measurements for cm = 3% at the locations 
shown in Figure 2.  Initially the momentum wake prediction is too deep which can be 
attributed to insufficient lateral mixing in near the shear layer.  The wake mixes out 
rapidly as it progresses from Stations 1-4.  It should be noted that Station 1-2 are in 
wake regions with a highly refined mesh, which is intended to resolve the wake, 
whereas Stations 3-4 resort back to a nominal grid spacing.  The coarse mesh tends to 
increase the numerical dissipation and enhances the lateral mixing not provided by the 
turbulence model or vortex shedding. 
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Figure 11.  Vane wake total pressure profiles at Stations 1-4 in wake for cm = 3% case. 
 

Figure 12 presents the momentum and thermal wake evolution for the RANS and 
time-averaged URANS simulations. The simulations suggest that on the fine mesh the 
impact of the vortex shedding is to make the wake wider and more consistent with the 
experimental data. However as the wake propagates downstream from the highly 
resolved mesh to the much coarser mesh the agreement with the experimental data 
improves.  Again, this is attributed to numerical dissipation on the fine mesh that 
enhances the dissipation in the transverse direction across the shear layer.  The 
turbulence models do not adequately capture the lateral mixing that is required to match 
the experimentally derived wake evolution.  Furthermore, as noted earlier, the thermal 
and momentum wake evolution apparently evolve along different axes with respect to 
the vane ejection point.  This could prove significant for more realistic vane cooling 
configurations that include a passage vortex, film cooling and discrete diffusion-shaped 
ejection slots that would introduce streamwise vorticity. 
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Figure 12.  Vane wake total pressure and total temperature Stations 1-4 wake profiles for cm = 3% case 

(k- RANS and URANS) 
 
The rate at which the temperature wake mixes out can be approximated by the CO2 

distribution in the field, barring compressibility effects which are significant for this 
transonic vane simulation.  Regardless, Figure 13 presents maximum CO2 concentration 
at the different station locations.  It is clear that the steady RANS simulations on the 
highly refined mesh mix out at a far slower rate than is demonstrated by the 
experimental data and suggested by the time-averaged URANS.  This is consistent with 
the total pressure and total temperature wake evolution findings noted earlier.  
Interestingly enough, the impact of unsteadiness is far more pronounced for the total 
temperature and concentration wake than the total pressure wake. 

 
Figure 13.  Maximum CO2 concentration in wake at different moditoring locations for cm = 3% case. 
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5 CONCLUSIONS  

Computational Fluid Dynamic simulations of a 2D transonic vane with trailing edge 
cooling were undertaken.   Increasing the mass flow through the trailing edge slot 
impacted the vane loading by effectively reducing the passage shock strength.   A 
parametric study of different turbulence models was conducted and it was noted that 
turbulence models had no real impact on vane loading nor on wake evolution for the 
baseline cm = 3% cooled case for the grid used in the investigation.  Time-averaged 
URANS predictions resulted in more prominent wake decay rate just downstream of the 
coolant flow ejection location due large-scale unsteadiness.  Momentum and thermal 
wakes evolved along different axis due to shock and viscous momentum loss 
mechanisms and the ejection axis of the coolant flow. 
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