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Abstract. This paper deals with the spay drag simulation for BLOODHOUND supersonic
car. A gas-particle model is used to simulate the sand particles that rise because of the
strong waveshoks-desert interaction. A finite volume scheme is used to discretise the
continues model with a special treatment of the solid phase equations. Numerical tests are
performed to analyze the impact of the sand particles on drag forces.
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1 INTRODUCTION

The BLOODHOUND SSC Project [1] was publicly announced in October 2008, with
the objective of constructing a vehicle to take the World Land Speed Record to 1 000 mph,
see for a prototype of the car. To successfully achieve this feat, many major technological
problems will have to be overcome. The aerodynamic design of the vehicle is exclusively
based on CFD simulations. This paper concentrates on one aspect, the study of the
sand particles motion impact on the drag forces (Spay Drag). As BLOODHOUND SSC
travels at supersonic speed, the shockwaves created around the body of the car interact
with the surroundings disturbing the desert surface. This causes sand and dust particles
to rise from the ground under the influence of pressure forces and these particles will
then be moved up into the air by resistive drag forces. If there are enough particles in
the air, then the air speed will be significantly affected. This could result in additional
resistive forces acting on the car which are not typically accounted in CFD analysis. A
Gas-Particle model is derived to simulate this impact. A typical continuity equation of
volume fraction is solved as well as a momentum equation where drag forces and gravity
are only considered. A finite volume method is used discretise the model with particle
attention to the stability issue. Tests are performed on the old car model at supersonic
speed of Mach=1.3, and the drag increase is clearly established.

Figure 1: Bloodhound SSC Supersonic Vehicle

2 GOVERNING EQUATIONS

The equations governing three dimensional unsteady viscous compressible flow are
expressed over a fixed volume with a closed surface, in the integral form

∂

dt
(φgρg) +∇(φgρgUg) = 0, on Ω× [o, T ] (1)

∂

dt
(φgρgUg) +∇(φgρgUg ⊗ Ug) = −∇Pg +∇τg − dfac

1

τp
φg(Ug − Up), on Ω× [o, T ] (2)

∂

dt
(φpρp) +∇(φpρpUp) = 0, on Ω× [o, T ] (3)

∂

dt
(φpρpUp) +∇(φpρpUp ⊗ Up) = −φp

ρp
∇Pg + dfac

1

τp
φp(Ug − Up) (4)

+φp(1−
ρg
ρp

), on Ω× [o, T ]
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where φg, φp are the gas and particle volume fraction satisfying the conservation con-

dition φg + φp = 1, dfac =

{
1 + 0.15R0.687

e0
if Re0 < 1000

0 Else
is the drag coefficient,

Re0 = Dp|Up−Ug |
νg

is the particle Reynolds number, τp =
ρpD2

p

18µg
is the particle response

time and −→g is the gravity.

3 NUMERICAL DISCRETISATION

A finite volume method described below is used to discretise the overall gas-particle
model. Equation is replaced by the non-conservative form to avoid dividing by zero when
computing the velocity vector since the particle fraction volume variable takes zero value
where the sand is absent. Therefore, the following equation is solved instead.

∂

dt
(Up) +∇(Up ⊗ Up) = − 1

ρp
∇Pg + dfac

1

τp
(Ug − Up) + (1− ρg

ρp
), on Ω× [o, T ] (5)

3.1 FINITE VOLUME METHOD

The domain Ω is discretised into a mesh of tetrahedral cells, using a Delaunay mesh
generation process with automatic point creation [14, 15]. To enable the implementation
of a cell vertex finite volume solution approach, a median dual mesh is constructed by
connecting edge midpoints, element centroids and face centroids such that only one node
is present in each control volume [14, 15]. Each edge of the grid is associated with a

Figure 2: Illustration of that part of the dual mesh surrounding node I that is contained within a
tetrahedral cell.

segment of the dual mesh interface between the nodes connected to the edge. The dual
mesh interface inside the computational domain surrounding node I is denoted ΓI . The
lines which define the control volume interface surrounding node I are denoted byΓkI .

3



L. Remaki, B.J. Evans, O. Hassan and K. Morgan

The segment of the dual associated with an edge is a surface. This surface is defined
using triangular facets, where each facet is connected to the midpoint of the edge, a
neighboring element centroid and the centroid of an element face connected to the edge.
This is illustrated in Figure 2. The midpoint of the edge between node I and J is termed
xIJm , the centroid of the face with vertices I, J and K is named and the element centroid is
designated by xc. The bold lines on the dual mesh in the figure illustrate the boundaries
between the edges of which the dual mesh segment is associated. With this dual mesh

Figure 3: Illustration of the dual mesh surrounding an internal node I.

definition, the control volume can be thought of as constructed by a set of tetrahedra with
base on the dual mesh. A complete dual mesh cell around an internal node I is shown in
Figure 3.

Equation (10) is applied to each cell ΩI of the dual mesh in turn. To perform the
numerical integration of the inviscid fluxes over the surface ∂ΩI of this cell, a set of
coefficients is calculated for each edge using the dual mesh segment associated with the
edge. The values of these coefficients for an internal edge are evaluated as

nαIJ =
∑

K∈ΓIJ

AΓK
I
nαΓK

I
(6)

where AΓK
I

is the area of facet ΓKI and nα
ΓK
I

is the component, in direction xα, of the

outward unit normal vector of the facet from the viewpoint of node I. The integral of the
inviscid flux over the surface ∂ΩI is then approximated as∫

∂ΩI

~FαnαdS ≈
∑
J∈ΛI

~̃F IJ (7)
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~̃F =


ρqIJ

ρu1qIJ + pn1
IJ

ρu2qIJ + pn2
IJ

ρu3qIJ + pn3
IJ

(E + p)qIJ

 (8)

is a consistent numerical flux function. The solution is advanced in time to steady state
using an explicit multi-stage Runge Kutta procedure and the convergence is accelerated
by the use of local time stepping and by the addition of an agglomerated multigrid process.

3.2 STABILIZATION AND FLUXES ESTIMATION

The HLLC solver with the limiter proposed in [24] is used for the fluid phase. A
particular attention is payed to gas phase dicretisation. The momentum phase is stabilized
by adding a first order artificial viscosity of the form

4Qi =
∑
J∈NI

λIJ (QJ −QI) (9)

With λIJ = 1
1+tan(θIJ )2

, and θIJ is the angle between normal to the surface ηI and the
velocity vector UI . This allows diffusion to act only in the flow direction which minimize
the cross wind effects as in streamline diffusion methods.

For the continuity equation, a Riemann problem for hyperbolic equation with discon-
tinuous coefficients is solved to estimate the flux. The solution proposed in [24, 25] is
considered, that is

Let’s consider the following linear hyperbolic Riemann problem

∂
∂t
ϕ+ β(x) ∂

∂x
ϕ = 0, on Ω× [o, T ]

ϕ(0) =

{
ϕL if x < 0
ϕR if x > 0

(10)

Where β is a discontinuous function
The Riemann solution is then given by

ϕ(0, .) =


ϕL if βL > 0andβR > 0

(ϕL+ϕL)
2

if βL < 0andβR > 0
ϕR if βL < 0andβR < 0
ϕ0 if βL > 0andβR < 0

(11)

To estimate the flux in the finite volume discretisation of the continuity equation of
particle volume fraction, the following equation is considered

∂

dt
(φp) + qIJ

∂

ds
(φp) = 0, on Ω× [o, T ] (12)
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Where qIJ = UpηIJ and Upis the particle velocity at node I and ηIJ is the normal to
the surface separating dual cells associated with node I and J . The solution given above
is used solve this equation.

3.3 BOUNDARY CONDITIONS

The classical viscous boundary conditions are imposed for the fluid phase and the slip
condition is considered on the wall for the fluid phase. The particles fraction volume
boundary condition on the ground is not obvious, however. The amount of particles
(sand) that should be injected in the air and the area where they should released is not
clear. In our case the variation of the pressure is considered as the principle cause of sand
rising, therefore the gradient of particles velocity in the normal direction is selected as a
criterion to define the sand rising area. More precisely particles are injected in the air if
their normal to the ground velocity gradient is positive. Which means that particles are
released if the pressure decreases just above the ground. As fore the quantity of sand to
inject, we considered a reasonable constant value of 0.45, and by varying a bit this value
we evaluate its effect on the variation of created drag. Figure 4 shows the delimited area
obtained using the velocity gradient criterion.

4 NUMERICAL RESULTS

A sand particles risen by the flow around a supersonic Bloodhound car is simulated us-
ing the gas-particle model and the numerical scheme described in section 3. The imposed
running conditions are M=1.3, AoA =0.0 and Re=13752000. The sand characteristics
are D = 0.08mm and ρp = 1850kg/m3. A hybrid mesh is generated using FLITE package
(described in for instance [14] and [15]). The mesh (5) contains 12384068 tetrahedral
elements with a 12 prismatic layers. Figures 6 and 7 show the propagation of send parti-
cles around a wheel and around a car respectively. Figures 7 shows the drag convergence
before and after send particle injection. The result shows a drag increase of 10%, which
is reasonable and will not have a big effect on the car performance. Other tests (not
provided in this work) are undertaken by varying the type of sand (size and density) and
the volume fraction of sand released in the air from the ground in order to perform an
accurate evaluation of the spray drag phenomenon.

5 CONCLUSIONS

- The paper presented a spray drag analysis using a gas-particle model to predict
the impact of the sand particle risen from the ground because of shockwaves-ground
interaction on the Bloodhound SSC supersonic vehicle. The model is dicretized using
a finite volume scheme with the HLLC solver to estimate inviscid fluxes for the fluid,
while a particular Riemann solver and oriented artificial viscosity are used to stabilize the
solid fluxes. Preliminary results show an increase of 10% of drag. More tests are ongoing
to show the effect of different type of sand in terms of size and density, the effect of the
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fraction volume injected to the fluid on the drag variation. A deep analysis of the particles
rising phenomenon is undertaken to attempt an accurate mathematical modelization.

Figure 4: The delimited area using normal velocity gradient criterion

Figure 5: Bloodhound SSC Supersonic Car: Hybrid mesh

Figure 6: Sand particle propagation around a wheel
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(a) (b)

Figure 7: Sand particle propagation around the vehicle: Frontal and Lateral cuts

Figure 8: Spay Drag Effect: Drag convergence without and with sand particles coupling
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