
V European Conference on Computational Fluid Dynamics 
ECCOMAS CFD 2010 

J. C. F. Pereira and A. Sequeira (Eds) 
Lisbon, Portugal, 14–17 June 2010 

LES MODELING OF COMBUSTION APPLICATIONS USING  
  OpenFOAM  

M. Chapuis, C. Fureby, E. Fedina, N. Alin & J. Tegnér 
Defense Security Systems Technology, The Swedish Defense Research Agency – FOI,  

SE 147 25 Tumba, Stockholm, Sweden 
fureby@foi.se (corresponding author) 

Key words. LES, Reacting Flows, OpenFoam, Gas Turbines, Ram- and scramjet 

Abstract. Predictive modeling of turbulent combustion is important for the development of 
IC engines, air-breathing engines, furnaces and for the understanding of afterburning be-
hind explosive blasts. Significant advances in modeling non-reactive turbulent flows are 
now possible with the development of Large Eddy Simulation (LES) in which the large en-
ergetic scales of the flow are resolved on the grid whilst modeling the effects of the small 
scales. Here we discuss the use of combustion LES in predictive modeling of propulsion 
and afterburning behind explosive blasts. The LES models used are described in some de-
tail and are validated against laboratory data – of which results from two cases are pre-
sented. These validated LES models are then applied to an annular multi-burner gas tur-
bine combustor, a simplified scramjet combustor and condensed phase explosive TNT air 
blast, for which some additional experimental data is available. For these cases good 
agreement with the available reference data is obtained, and the LES predictions are used 
to elucidate the flow physics in such devices to further enhance our knowledge of these 
propulsion systems. Particular attention is focused on the influence of the combustion 
chemistry, turbulence-chemistry interaction, self-ignition, flameholding burner-to-burner 
interactions and combustion oscillations and instabilities. 
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1. INTRODUCTION 

Predictive modeling of turbulent combustion is becoming increasingly important for the 
development of air-breathing engines, combustion engines, furnaces and for understanding 
afterburning behind explosive blasts. The increase in computational power in the past dec-
ade has made some of these flow configurations numerically accessible. Nevertheless, the 
interaction of turbulence with physical processes, such as chemical kinetics and thermal ra-
diation is a great challenge. In the gas turbine industry, Reynolds Averaged Navier Stokes 
(RANS) models together with flamelet or eddy break-up combustion models, [1], is the 
primary means of analyzing combusting flows, mainly due to its fast turnaround time and 
success in providing design guidance for meeting exit temperature profile requirements. 
RANS has also been used to predict emissions, but such predictions have met with mixed 
success. For high-speed ram- and scramjet engines similar methods are currently used but 
often together with more detailed chemical reaction mechanisms, [2], in order to better pre-
dict the ignition delay time of the mixture. A key issue for the successful operation of such 
engines is rapid mixing between fuel and air prior to self-ignition, which however is diffi-
cult to predict with RANS. Research in condense phase explosions involve high pressures 
and temperatures, phase transitions, turbulence, shocks, mixing, instabilities, chemical re-
actions and deflagration-to-detonation transition, putting significant demands on the simu-
lation methodology, [3]. Significant advances in modeling non-reactive turbulent flows are 
now possible with the development of Large Eddy Simulation (LES), [4-5]. The philoso-
phy behind LES is to explicitly solve for the large (energetic) scale flow, directly affected 
by boundary conditions, and model the small (less energetic) scale flow. The development 
of LES have so far primarily been based on ordinary turbulence theory and on RANS, [6], 
resulting in improved predictions due mainly to that in LES the large scales are resolved. 
Considering the use of LES for combustion we recognize the benefits offered by resolving 
the large scale flow, but need to develop better understanding for what is required in terms 
of modeling the turbulence chemistry interactions, in particular for reduced or global reac-
tion mechanisms, and how well such simulations can predict mixing, self-ignition, flame-
stabilization, combustion oscillations in complex geometries. 
 The objective of this paper is to discuss the current state of the art in computational 
combustion using OpenFOAM. Here we present the LES combustion model, the numerical 
methods used to solve the governing equations and show results for two validation cases 
for which high-quality experimental data is used to benchmark the accuracy of the com-
bustion LES model. In addition, we also present results from a multi-burner annular aero 
gas turbine simulation, a scramjet combustor simulation and a simulation of afterburning 
behind an expanding shock wave of a condensed phase explosion to illustrate the versatil-
ity, robustness and usefulness of the OpenFOAM-based combustion model.  

2. LARGE EDDY SIMULATION COMBUSTION MODELING 

The reactive flow equations are the balance equations of mass, momentum and energy de-
scribing convection, diffusion and reactions, [7]. In LES, these are filtered, [4], to remove 
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the dependence on the small eddy scales, resulting in the LES equations, 
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in which – and ∼ denotes filtered and Favré filtered quantities, respectively. In addition, ρ 
is the density, v the velocity, p the pressure, S the viscous stress tensor, 
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energy, h the enthalpy, h the heat flux vector, and Yi, ji and 
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Based on [9] we assume the gas mixture to be linearly viscous, with Fourier heat conduc-
tion and Fickian diffusion, and by ignoring the subgrid parts of the constitutive equations, 
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Sutherland’s law and the species and thermal diffusivities are 
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 The choice of subgrid flow model, i.e. the modeling of B, bi and bE, appears not to be 
critical for the outcome of most LES, [10-11], whereas the subgrid combustion model, i.e. 
the overall treatment of the flame, including the modeling of the filtered reaction rates, 

! 

˙ w i , 
is more important due to the interactions between the flame and flow. Concerning B, bi and 
bE we notice that these terms are not unique to reactive flows and thus acquire models from 
the plethora of subgrid models for non-reactive flows, [4]. In this paper, we mainly use the 
Mixed Model (MM), [12-13], in which 
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a modeled transport equation for the subgrid kinetic energy, k, [14], and where Sct and Prt 
are the turbulent Schmidt and Prandtl numbers. To reduce the computational cost we also 
use wall-modeled LES, in which a model is used to handle the near-wall flow physics, 
[15]. Concerning the choice of subgrid combustion model the situation is very different: 
From the plethora of models available we may distinguish between flamelet models, [16-
19], in which the flame is considered thin compared to the length scales of the flow, and is 
hence an interface between fuel and oxidizer (for non-premixed combustion) or between 
reactants and products (for premixed combustion) and finite rate chemistry models, [20-
23], which are based on modeling 

! 

˙ w i  without specifically taking into account the intrinsic 
properties of the flame. The modeling of 

! 

˙ w i  is not without problems due to the non-linear 
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nature of 

! 

˙ w i(",Yk,T)  and a complicating factor is that a reaction mechanism also has to be 
provided. However, this approach can be used to simulate both premixed and non-premix-
ed combustion with a higher level of explicitly resolved physics. 
 The Thickened Flame Model (TFM) is based on the observation, [24], that the lami-
nar flame speed, 
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The wrinkling of the thickened flame is underestimated by a factor of 
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E="(#u )/"(#uF), 
where Ξ is the wrinkling factor and 
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"uF  is the resolved flame thickness. Following Colin et 
al, [20], this can be remedied by increasing the flame speed by a factor E since 
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For the purpose of this study we use the fractal flame wrinkling model, [25], to model the 
flame wrinkling factor, Ξ, at both scales 

! 

"u0  and 

! 

"uF . It however appears as if the intrinsic 
details of the model used for Ξ is of less importance to the overall behavior of the TFM 
model as it is used to evaluate the flame wrinkling at neighboring scales. 
 The Partially Stirred Reactor (PaSR) model is derived from a cartoon of turbulent 
mixing and combustion provided by experimental, [26-27], and DNS data, [28-29]; Hence, 
turbulent reacting flows may be viewed as a muddle of vortex structures of different char-
acter (sheets, ribbons and tubes) in which the tubes and ribbons carry most of the high-in-
tensity vorticity and dissipation. Regions of high exothermicity and volumetric expansion 
are found in small structures distributed among the fine-structure vortices whereas regions 
of low exothermicity can be distributed more randomly, [29]. Hence, the reacting flow is 
divided into fine-structures (*), responsible for mixing and chemical reactions, provided a 
sufficiently high temperature, embedded into a surrounding fluid (0). Thus, 
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To close the PaSR model (5), the subgrid time, 
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"*, and the reacting volume fraction, 
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needs to be provided. The subgrid time scale is assumed to be the geometrical mean of the 
time-scale of the shear, 

! 

"# =# / $ v , and that of the Kolmogorov scale, 

! 

"K=(#/$)1/2 , to cover 
the whole span of time scales, so that 

! 
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Comparing 

! 

˙ w j(" ,Yi
*,T*) and 

! 

˙ w j(" ,Yi
0,T0)  we find that the first term dominates (due to the 

exponential dependence of 

! 

˙ w  on T) so that the second term can safely be neglected. 

3. COMBUSTION CHEMISTRY 

Accurate predictions of combustor temperatures, emissions, self-ignition as well as flame-
holding phenomena require the use of carefully selected reaction mechanisms. Single step 
mechanisms are not sufficiently accurate to capture these and similar features whereas de-
tailed mechanisms are too complicated and expensive to handle. For example, hydrogen-
air combustion involves 8 species and 38 reactions, [30], whereas for methane-air, 53 spe-
cies and 325 reactions are suggested, [31]. For a realistic jet fuel (which is a blend of many 
hydrocarbons) the number of species and the reaction mechanism itself is growing, and re-
cently Lu & Law, [32], proposed a mechanism with 561 species and 2539 reactions. Re-
duced mechanisms consisting of a limited number of species and reaction steps are thus 
needed, and can be achieved in different ways. Systematic mechanism reduction originates 
in the detailed mechanism that is simplified by means of either Intrinsic Low Dimensional 
Manifold (ILDM) methods, [33], reduction through quasi-steady state and quasi-equilibri-
um analysis, [34], reduction by sensitivity analysis, [35], or computational singular pertur-
bation methods, [36]. Although accurate, these methods often result in complicated reac-
tion rate models involving equilibrium expressions thus being rather complicated to imple-
ment in an LES code. Another approach is to use a global mechanism, including the spe-
cies of interest, and to fit the Ahrrenius rate parameters so that the behavior of the detailed 
mechanism is mimicked over a range of equivalence ratios. Meredith & Black, [37], has 
proposed such an algorithm with the Ahrrenius rate parameters computed from an optimi-
zation algorithm coupled to a detailed kinetic calculation. Here, we will use such optimized 
global reaction mechanism and a single step NO formation mechanism (when appropriate), 
[38], to estimate the amount of NO formed during combustion. 

4. NUMERICAL METHODS 

For this study we use the C++ library OpenFoam, [39], as the computational platform, that 
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has previously been used for applications of varying complexity, e.g. [8, 40-41]. The code 
uses an unstructured collocated Finite Volume (FV) method, [37], in which the discreti-
zation is based on Gauss theorem. Given the vector of unknowns, 

! 

u =[" , " ̃  Y i, " ̃  v , " ̃  E ]T , the 
semi-discretized equations can be compactly expressed as,  
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"t (u P)+
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B(u,u )]=sP(u,u ),  (7) 
 
where 

! 

Ff
C(u ) , 

! 

Ff
D(u ), 

! 

Ff
B(u,u )  and 

! 

sP(u,u )  are the convective, diffusive, subgrid fluxes 
and source terms, respectively. For low Mach number flows a semi-implicit code based on 
a second order accurate Crank-Nicholson time-integration scheme and a PISO procedure 
utilizing a Rhie & Chow interpolation for the cell-centered data storage structure, [42], is 
used, and for high Mach-number flows a fully explicit code based on a second order accu-
rate TVD Runge-Kutta scheme, [43], is used. In both cases, the convective fluxes are re-
constructed by a monotonicity preserving scheme 

! 

Ff
C(u )=Ff

C,H(u )"(1"#)[Ff
C,H(u )"Ff

C,L(u )], 
[44], with 

! 

Ff
C,H(u ) being a 2nd order linear reconstruction, 

! 

Ff
C,L (u )  a 1st order upwind bi-

ased reconstruction and Ψ a non-linear flux limiter. The flux limiter is used to switch be-
tween the flux reconstruction schemes, and here the MC limiter, [45], is used for the mo-
mentum, energy and species equations whereas only the higher order scheme is used for 
the continuity equation. To minimize the non-orthogonality errors in the viscous and sub-
grid fluxes, 

! 

Ff
D(u ) and 

! 

Ff
B(u,u )  are split into orthogonal and non-orthogonal parts, [44]. 

Central difference approximation and gradient face interpolation are used for the orthogo-
nal and non-orthogonal parts, and both codes use collocated cell-centered variable ar-
rangement and a fixed time step often corresponding to a Courant number of ~0.3. 

5. VERIFICATION AND VALIDATION 

The computational methodology used, involving the OpenFoam platform, [39], has been 
verified for a range of cases using systematic grid refinement studies, the method of manu-
factured solutions and modified equations analysis to estimate the truncation errors. The 
application codes are extensively validated against DNS and experimental data and many 
such cases have been reported earlier such as, [46-55]. 
 Figure 1 shows selected results from LES of an axisymmetric dump combustor expe-
rimentally studied by Gould et al, [56-57], for a premixed CH4-air mixture at Re=55,800. 
The chemistry consists of a two-step mechanism, CH4+1.5O2CO+2H2O and CO+0.5O2 
CO2, with parameters and St numbers determined from the Gri 3.0 mechanism. Accord-
ing to figure 1a an annular recirculation region forms at the dump-plane, bounded by the 
wall and the annular shear-layer that evolves from the roll-up of the contraction wall vor-
ticity. This shear-layer is accountable for the mixing between cold reactants and hot prod-
ucts, and due to the high strain-rates in the shear-layer ignition is delayed, allowing Kel-
vin-Helmholtz (KH) instabilities to develop. The vorticity is dominated by annular vortex-
rings, developing from the KH instabilities, whereas inbetween vortex rings secondary vor-
tices develop that disfigures the next ring. Vortex-stretching and baroclinic torque effects 
further modify the vorticity so that further downstream the vorticity consist of a collection 
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of staggered Ω-shaped structures with their legs parallel to the combustor wall and its neck 
inclined towards the flame. Exothermicity occurs some distance downstream, within the 
vortex structures, and the flame anchors at the dump-plane due to the recirculation of hot 
combustion products. In figure 1b and 1c comparisons between predicted and measured 
first and second order statistical moments of velocity and temperature are presented. Good 
agreement is obtained for both finite rate chemistry models whereas the reference flamelet 
LES, show less accurate agreement with the experimental data. The combustion dynamics 
is a combination of system acoustics, dominated by the longitudinal mode frequency of 66 
Hz, and flow instabilities, dominated by the KH instabilities, having a roll-up frequency of 
∼165 Hz, close to 180 Hz as suggested by linear stability theory, [58]. 

 

(a) 

(b) 

(c) 
 

Figure 1. (a) Perspective view of the axisymmetric dump-combustor, cut-open to illustrate the 
reacting flow in terms the instantaneous temperature and vorticity. (b) Normalized mean axial 
velocity profiles (upper half) and axial rms-fluctuation profiles (lower half) and (c) normalized 
(by the adiabatic flame temperature) mean temperature profiles (upper half) and temperature 
rms-fluctuation profiles (lower half) at x/R/2=0.0, 1.0, 3.0, 5.0 and 12.0. Legend: experimental 
data, [32], (), PaSR-LES (—), TFM-LES (—) and flamelet-LES (—). 

 
 Figure 2 shows some results from LES of a low-swirl burner, [59-60], which consists 
of an outer annular swirler with eight swirl-vanes and an inner perforated plate that allows 
for 40% by volume of the premixed CH4-air mixture to pass, resulting in a swirl number of 
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0.5. Several experimental, [59-60], studies have been performed for this burner making it a 
good validation case, [54, 61]. The PaSR- and TFM-LES are based on the two-step mec-
hanism CH4+1.5O2CO+2H2O and CO+0.5O2CO2, with rate parameters resulting in the 
same laminar flame speed as used in the flamelet LES. All LES (a representative image 
from the PaSR LES is shown in figure 2a) and experiments indicate a fully detached flame, 
with the peak temperature at the rich leading edge of the flame. The flame is bowl shaped 
as a result of the velocity distribution. Strong 3D wrinkling of the flame front is observed 
in both the LES and in the data, [60]. Downstream of the high temperature zone, a weak 
recirculation zone, in which the reactants mix with the ambient air, is observed in all LES. 
This results in a leaner mixture with lower temperature in the downstream part. The flame 
oscillates around its mean location defined by its lift-off height ~0.64D and appears not to 
be dependent on the recirculation region to stabilize. Instead, the flame stabilize by the in-
ner shear layer, originating at the swirler exit, that rolls-up into large scale vortical struc-
tures that interacts with the flame. Further out in the swirling jet, the flame is pushed down, 
whereby some fuel mixes with ambient air prior to the reaction zone, and is diluted beyond  

 

(b) 

(a) (c) 
 

Figure 2. (a) Side view of the low-swirl burner in terms of an iso-surface of the temperature 
colored by the NO concentration together with distributions of OH and fuel concentrations 
(left) and the axial velocity (right). (b) Time averaged axial velocity and (c) fuel concentration 
at six cross-sections (x/D=0.2, 0.4, 0.6, 0.8, 1.0 and 1.2) downstream of the burner rim. 

 
the flammability limit, as confirmed by the acetone fuel tracer LIF, [61]. Figures 2b and 2c 
compares the time-averaged axial velocity and fuel concentration, respectively, revealing 
that the PaSR-LES agrees very well with the experimental data whereas the TFM-LES and 
the flamelet LES disagree with the data at some distance downstream of the burner rim. 
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The reason for this disagreement is that these models do not capture the turbulent flame 
speed, the prediction of which is crucial for predicting the lift-off height. 

6. MULTI-BURNER ANNULAR GAS TURBINE COMBUSTOR APPLICATION 

Annular gas turbine combustors are used for aero- and marine propulsion, and power gen-
eration, and to reduce emissions most gas turbines operate close to the lean stability limit, 
making them vulnerable to combustion instabilities that may lead to blowout, flashback and 
vibrations. Combustion oscillations have been studied theoretically, experimentally and 
computationally for can combustors and single burner configurations, [62], and are quite 
well understood. However, only little is known about their behavior in multi-burner annu-
lar combustor configurations, representative of real engines. Based on the tests described 
in [63] and the work done by Staffelbach et al, [64], it seems that the LES approach is ma-
ture enough to approach the problem of fully annular multi-burner configurations. As part 
of the European Commission 6th framework programme Cost Effective Small AiRcraft 
(CESAR), [65], we have investigated a fully annular multi-burner turbo-shaft engine com-
bustor. The Jet A-air combustion chemistry is modeled by a three step mechanism: C12H23+ 
11.75O2→12CO+11.5H2O, CO+0.5O2→CO2 and O2+N2→2NO, [66], taking into consid-
eration the primary emissions of CO, CO2 and NO. 
 Figure 3a presents an overview of the reacting flow in the fully annular configuration 
with 12 interacting flames, and a comparison between the flame in sector 12 of the annular 
configuration (upper insert) with the corresponding flame from a single sector LES (lower 
insert). Although similar, the flame in the fully annular configuration is different due to the 
(azimuthal) pressure oscillations in the annular combustor. According to figure 3b the flow 
is dominated by vorticity initiated from the fuel nozzle, where the inner, strongly swirling, 
jet, discharging through the core of the fuel nozzle, provides fuel to the base of the flame, 
and vortex breakdown just downstream of the fuel nozzle. The vortex breakdown results in 
the formation of weakly interacting central recirculation zones dominating the flow betwe-
en the fuel nozzle and the first row of dilution holes. The outer air jet, discharging through 
the fuel nozzle, serves the purpose of creating a large toroidal-shaped vortex structure that 
form between the jet, dump plane and fuel nozzle, which together with the central recircu-
lation zone is responsible for stabilizing the diffusion flame. 
 The combustion dynamics reveal that in the first stage of the flame tube (between the 
dump plane and the first row of dilution holes) the fuel was consumed at the flame front, 
resulting in heat-release, volumetric expansion, baroclinic torque effects, flame generated 
turbulence, increased viscosity, mass diffusion and thermal diffusivity, as well as the for-
mation of hot combustion products. This stratified fuel distribution surrounds the flame 
and aids in reducing CO2 and NO. In the second stage of the flame tube (i.e. between the 
first row of dilution holes and the turn of the flame tube), the hot reaction products were 
cooled and diluted by air supplied through the dilution and film cooling holes, providing a 
thermal boundary layer between the flame-tube wall and the hot combustion products pro-
tecting the flame-tube wall. In the third stage of the flame-tube (i.e. turn of the flame tube 
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and the flame tube outlet or turbine inlet) the hot combustion products accelerated due to 
the volumetric expansion towards the outlet. 

 

(a) (b) 

(c) (d) 
 

Figure 3. Single and fully annular combustion simulations of CESAR combustion chamber. 
(a) Instantaneous semi-transparent iso-surfaces of the temperature at 2500 K, 2000 K, 1500 K 
and 1000 K for (center) multi-burner annular combustor (upper) enlargement of burner 12, and 
(lower) results from single sector combustor simulation. (b) Instantaneous velocity vector plots 
colored by the velocity magnitude at two planes for (center) multi-burner annular combustor 
(upper) enlargement of burner 12, and (lower) results from single sector combustor simulation. 
(c) Contours of the (from left to right) velocity magnitude, NO mass fraction, temperature, fuel 
mass fraction, CO mass fraction, and CO2 mass fraction on a conically shaped plane parallel to 
centerlines of the air-fuel nozzles. (d) Semi-transparent side view illustrating the pressure fluc-
tuations inside the annular combustor and spectral composition of the pressure field in the 
combustor. Legend: (—) close to the fuel nozzle, (—) mid combustor, (—) rear combustor and 
(—) between flame tube and combustor casing.  
 

 The fully annular multi-burner results exhibited a more complicated flow field due 
mainly to burner-to-burner interactions and azimuthal pressure oscillations. The flame dy-
namics was found to be dominated by the local equivalence ratio, the pressure fluctuations 
and the velocity gradients in the shear layers surrounding the flames. The significance of 
the pressure fluctuations is clear from figure 3d and azimuthal pressure fluctuations around 
950 Hz are observed to cause the flames to pulsate in phase with each other, hence ampli-
fying the unsteady dynamics. Other flow features that result from the neighboring burners 
include modified toroidal vortex structures around the flames and modified central recircu-
lation regions. In figures 3a and 3b, a comparison between the single-sector and fully an-
nular multi-burner LES predictions reveals that these results are fairly similar but with im-
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portant differences. For example, the jets discharging from the dilution and mixing holes 
do not penetrate as deep in the fully annular multi-burner configuration as they did in the 
single sector configuration. Due to the azimuthal pressure fluctuations the pressure drop 
over the individual air-fuel nozzles may vary thereby redirecting the flow of air to different 
burners according to the pressure drop and the pressure fluctuations. This was found to be 
affecting the mixing and the local equivalence ratio that in turn modified the reaction rates 
and the exothermicity leading also to a different volumetric expansion. 

7. HIGH-SPEED RAM- AND SCRAMJET COMBUSTION 

High-speed flight has for along time been of interest to man - both for terrestrial travel and 
space exploration and transport. Key issues for these types of travel are the vehicle design 
and the propulsion system, and how to integrate the two. Two types of propulsion systems, 
ramjets, [67], and scramjets, [68], are suitable for such vehicles. In a ramjet the flow is de-
celerated to subsonic levels before it enters the combustor, allowing an operational regime 
of 3<Ma<5, above which the deceleration leads to excessive thermal losses, whereas in a 
scramjet the flow through the engine remains supersonic, allowing an operational regime 
of 6<Ma<15. Seamless integration of ram- and scramjet operation is potentially possible in 
the same engine, [69], by allowing it to change mode accordingly. 
 Figure 4 presents selected aspects of the reacting flow in the HyShot II combustor, 
[70], as obtained from recent combined RANS and LES computations, [71]. This configu-
ration corresponds to the post-flight analysis performed in the HEG, [72], at an altitude of 
32.5 km. Due to the complexity of simulating the reacting flow in the HyShot scramjet in 
the HEG facility a zonal approach was adopted in [71], in which RANS (using the non-
equilibrium 5-species, 5-step reaction mechanism of Gupta et al, [73],) was performed in 
the HEG nozzle section and in the HEG test section to obtain the initial and boundary con-
ditions for the HyShot II combustion LES. For these simulations, the reduced 7-species 
and 8-step H2-air mechanism of Davidenko et al, [74], was employed as it has successfully 
been used in supersonic combustion LES before, [23]. 
 The wall pressure in figure 4a shows that the pressure increases slowly with increas-
ing distance from the transverse fuel jets to increase more rapidly between 30 and 60D 
downstream of the transverse fuel jets to peak at about 100D. Higher wall pressures are ob-
served under the bow shock, forming a hood over the transverse fuel jet and beneath the 
fuel jets. The more rapid pressure increase further downstream is caused by rapid volu-
metric expansion due to exothermicity. The time-averaged transverse H2 jets typically con-
sist of a counter-rotating vortex pair and a horseshoe-vortex, whereas instantaneously they 
consist of smaller and topologically more complex vortex structures, cf. figure 4a. These in 
turn consist of small bent S-shaped vortices (side arms) with their lower parts aligned with 
the flow and their upper parts curling over the jet forming the neck (circumferential rollers) 
of the counter-rotating vortex pair. This feature is observed experimentally by Ben-Yakar 
et al, [75], and they propose that the side arms are stretched by increased shear stresses in 
the regions of steep velocity gradient. These vortical structures seem to arise from Kelvin- 
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(a) 

(b) (c) 
 

Figure 4. Scramjet propulsion. (a) Composite figure of the reacting flow in the HyShot II 
combustor in terms of wall pressure and an iso-surface of the H2 mass fraction, iso-surface of 
the second invariant of the velocity gradient, λ2,, colored by the temperature and iso-surfaces of 
the H2 mass fraction (gray) and the heat release conditioned on λ2. (b) Comparison of predicted 
and measured wall pressures between jet injectors and (c) comparison of heat flux along a line 
6.0 mm off centerline between jet injectors. 

 
Helmholz (KH) instabilities in the jet shear layers just beneath the bow-shock. Since the 
transverse jets contain all the H2, mixing dominates during the first 20 to 40D, whereby air 
is entrained into the vortex structures and H2 diffuses into the air, resulting in a combusti-
ble mixture around the jets. Further downstream, between 30 and 60D, H2 and air are suffi-
ciently mixed to burn if the temperature is sufficiently high and the H2 jets are observed to 
penetrate to 1/3 of the combustor height before self-ignition. In this region, self-ignition 
occurs intermittently with the assistance of hot recirculated products. Self-ignition seems 
to be triggered by hot-spots in regions of colliding shocks which ten explain the unsteady 
nature of the self-ignition region. The volumetric expansion causes the S-shaped side arms 
and spanwise rollers to merge into Ω-shaped vortices, dominating the self-ignition region. 
Due to volumetric expansion, vortex stretching, baroclinic torque and self-diffusion, the 
vortex structures eventually develop into longitudinal vortices, dominating the downstream 
part of the combustor. These vortices grow in size with increasing distance from the injec-
tion point due to the volumetric expansion, and when they reach the end of the combustor, 
the gradual expansion increases the velocity, presented in figure 4a, causing a forward di-
rected thrust on the thrust surface forming the nozzle. 
 In figures 4c and 4d, predicted and measured axial profiles of the time-averaged wall 
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pressure and heat flux are compared at lines on the bottom wall of the combustor between 
injectors and 6.0 mm off centerline, respectively. For the time-averaged wall pressure the 
experimental data show a sudden increase between x=0.50 and 0.53 followed by a slower 
increase up to the end of the combustor, at x=0.65, after which the pressure drops rapidly 
to the exhaust pressure. The RANS predictions show an almost linear increase from the 
combustor inlet to the combustor exit, missing the sharp pressure increase indicating com-
bustion, and under- or overpredicting the wall pressure by up to 25%. For the time-averag-
ed wall heat flux a sudden rise is found at x≈0.52, corresponding well to the location at 
which the pressure rises due to combustion. The average level in the first part of the com-
bustor agrees well with the laminar heat flux predicted using a Blasius profile and a wall 
temperature of 300 K, but the transverse H2 jet introduces some peculiarities after x=0.42. 
The RANS predictions typically overpredict the heat flux whereas the LES typically un-
derpredict the heat flux, with between 15% and 10%, respectively. Both the pressure and 
heat flux predictions are within the experimental uncertainty. 

8. AFTERBURNING BEHIND CONDENSED PHASE EXPLOSIONS 

Our knowledge of condensed phase explosions is limited although explosives have existed 
since the gunpowder was discovered in China in the 9th century. During the early stages of 
an explosion the solid or liquid explosive material is rapidly transformed to a hot, dense, 
high-pressure gas, rich in solid carbon, carbon monoxide and hydrocarbons. The explosion 
products expand at high velocities aiming at pressure equilibrium with the surrounding air, 
causing a radially expanding supersonic shock-wave, [76]. Only a limited part of the stored 
chemical energy is released in the detonation. The residual energy is released more slowly 
as the detonation products mix with the ambient air and subsequently burn, [77]. This af-
terburning process has little effect on the initial blast as it occurs slower than the primary 
detonation. Later stages of the blast can be affected by afterburning, particularly for con-
fined space explosions, [78], and in the proximity of the ground. As the blast expands, the 
pressure drops rapidly due to geometric divergence, work done by compressing the air and 
dissipation of energy in heating the air. 
 Simulations of afterburning behind an explosive air blast in free air and near the 
ground of TNT and HMX were conducted in [79], and here selected results from the TNT 
simulations are presented. A 0.12 m diameter spherical charge was detonated in air and left 
to burn through the two-step reaction C+0.5O2CO and CO+0.5O2 CO2. For the free air 
blast, figure 5a reveals that the outgoing blast wave (white rings in ∇p) heats up and accel-
erates the ambient air as it propagates through it. Early in the process (at 0.4 ms) a rarefac-
tion wave (dark blue region in ∇p) propagates inwards, boosting the acceleration caused 
by the blast wave and later forcing an outward directed acceleration of the hot gases. From 
the CO2 distribution at times 0.4 and 0.8 ms, the interface between the detonation products 
and the shock-compressed air is impulsively accelerated, resulting in Rayleigh-Taylor (RT) 
instabilities, [80], due to the impulsive acceleration of the contact surface. The results sug-
gest that a short time after the initial blast the ingoing rarefaction wave overexpands caus-
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ing a secondary shock (light blue), resulting in the formation of a thin mixing layer, ini-
tially seen at 0.4 ms in the CO2 distribution, between the initial blast wave and the second- 

 

(a) (b) 

(c) (d) 

(e) 
 

Figure 5. Afterburning in condensed phase air blast of TNT. (a) Free air blast featuring from 
top down: pressure gradient, mass fraction of CO2 and vorticity at different times, times from 
left to right are 0.0 ms, 0.4 ms, 0.8 ms, 1.2 ms and 2.0 ms. (b) Validation against experimental 
data [83] of pressure at radius of 0.9 m. (c) Near ground blast featuring from top down: pres-
sure gradient, mass fraction of carbon dioxide and vorticity at different times, times from left 
to right are 0.0 ms, 0.5 ms, 1.0 ms, 1.5 ms and 2.0 ms. (d) Validation against experimental data 
[84] of scaled [85] pressure and time. (e) Analysis of mixing and afterburning featuring from 
left to right: mass fraction of carbon, heat release, magnitude of vorticity and baroclinic term.  

 
-ary shock. The secondary shock will eventually strengthen by means of detonation prod-
uct gases accelerating it, and the shock will further strengthen to the point of implosion (at 
∼1.2 ms). The implosion further entrains air into the mixing layer (between 0.8 ms to 1.2 
ms in the vorticity distribution), enhancing the afterburning (at 0.8 and 1.2 ms). When the 
secondary shock reflects from the origin (at 1.2 ms) this is redirected outwards (at 2.0 ms) 
to interact with the existing RT instabilities, depositing vorticity into the mixing layer due 
to a misaligned pressure (baroclinic torque effects), giving rise to Richmeyer-Meshkov 
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(RM) instabilities, [81]. At later stages (>2.0 ms) the remaining fuel is consumed in the 
core of the explosion in an almost constant-pressure mixing layer. 
 Figure 5c illustrates the results of the semi-confined TNT explosion. The initial blast 
wave expands outwards in the air as well as parallel to the ground. After the blast wave is 
reflected by the ground (at 0.5 ms) it propagates inwards, initially as two separate shock 
waves, into the mixing layer, creating behind it a low pressure region that entrains air into 
the combustion zone. This effect is seen as a mushroom shaped fireball, visible e.g. in the 
CO2 distribution at 1.0 ms. The ground reflected shock collide (at 1.0 ms) forming a com-
plex mixing zone around the collision point (seen in the vorticity and ∇p), and two new 
shocks are formed, one propagating upwards and one downwards towards the ground. 
These shock systems form strong up- and downwashes of the detonation products that en-
hances the mixing (development seen from 1.0 ms to 2.0 ms in pressure gradient and vor-
ticity distributions). Even here the RT instabilities are created between in the burning inter-
face and the propagation of the ground reflected shock upwards gives rise to the misalign-
ed pressure and density gradients, creating RM instabilities, [82]. Following ∇p, the vortic-
ity expands parallel to the ground, with an intense vorticity region found behind the surface 
blast wave and at the latest time also around the surface reshock region. 
 These simulation results have been validated against experiments with good agree-
ment, as seen in figures 5b and 5d. The analysis of the mixing and afterburning, [79], con-
cluded that RT instabilities generated during explosion event gave rise to vorticity and 
mixing, where the vorticity was found to be formed by exothermicity due to misaligned 
pressure and density gradients. The analysis also indicates that the heat release and the 
combustion take place around the vorticity filaments, demonstrated in figure 5e, predicting 
afterburning and mixing behind a blast wave. The near surface explosions showed that the 
patterns and features involved in mixing and combustion are similar as for the free air ex-
plosion. The proximity to the ground affects the pressure distribution, [85], and a different 
shock propagation pattern, which gives the combustion region a mushroom shape, however 
the heat release is still oriented around the vorticity structures. 

9. CONCLUDING REMARKS 

Here we present LES predictions of both multi-burner annular gas turbine combustor, 
high-speed combustion in a simplified scramjet engine and afterburning behind condensed 
phase explosions. The combustion LES models employed are based on finite rate chemis-
try models, making use of the partially stirred reactor and thickened flame models, and im-
plemented in OpenFOAM. Good agreement with the (limited) reference data available for 
the three combustion configurations is found. In order to further validate the combustion 
LES models, comparisons are made with experimental data in various laboratory combus-
tors, such as a premixed axisymmetric dump combustor and an open low-swirl burner, re-
sulting in a stratified mixture. The good agreement obtained in the validation studies gives 
confidence to the LES methodology and the ability to predict combustion under realistic, 
yet somewhat simplified, conditions. The predictions obtained for the multi-burner annular 
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combustor and scramjet engine are utilized to further elucidate the complex flow fields in 
these devices, which in turn may be used to direct the design of new combustor de-vices, 
to identify critical issues and to further improve the general understanding of the processes 
involved in combustion. Predictions of the afterburning behind the blast wave originating 
in a condensed phase explosion is used to improve safety and protect infrastructure through 
the use of improved predictions of structural loads and impulses. 
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