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#### Abstract

The application of the Immersed Boundary Method (IBM) for performing Large-Eddy Simulation (LES) of viscous, turbulent and compressible flows around various complex configurations is presented. Turbulence is addressed by LES using a fourth order numerical scheme with various Sub-Grid Scale (SGS) models: the MiLES approach, the Vreman model, the lagrangian dynamic Smagorinsky closure and the localized dynamic version. A methodology to compute the SGS terms near immersed boundaries is also discussed. A transonic cavity flow is then studied. This flow is known to exhibit self-sustained oscillations generated by a flow-acoustic resonance mechanism. The quality of the immersed boundary method is evaluated against auxiliary computations based on a cartesian multi-block grid mesh without wall reconstruction and with characteristic boundary conditions. This study illustrates the ability of the immersed boundary concept to deal with compressible flows.


## 1 INTRODUCTION

The Trapped Vortex Combustor (TVC) is a challenging configuration providing high combustion efficiency, low emission and low pressure drop. The flow is trapped within a cavity where the reactants are mixed. Flame stabilization is achieved through the recirculation zones induced by the cavity with a trapped turbulent vortex. Some experimental and numerical studies have been devoted to the effective use of cavities to suppress combustion instability ${ }^{1,2,3,4}$. Generally, a bluff body is located upstream to initiate shear layer instabilities, which are then trapped in the cavity region and provides a wake to help the flame stabilization.

The numerical study of a non rectangular configuration with a bluff body is possible in a non-structured solver. Another approach retained in this paper is to keep a structured mesh with the addition of an immersed boundary concept. Immersed Boundary Methods employ cartesian meshes that do not conform to the shape of the body in the flow and modify the governing equations to incorporate the boundary conditions. First introduced by Peskin ${ }^{5}$, IBMs involve either continuous or discrete forcing approaches. Only discrete forcing approach preserves good performance at high Reynolds number. The ghost-cell method (discrete forcing approach) utilizes a sharp boundary with a modification of the computational stencil and an extrapolation scheme to deduce the state variables in the border cells.

To evaluate the accuracy of the boundary layers reconstruction with an immersed boundary, a transonic cavity configuration without combustion is simulated for which measurements are available in the literature. Such high velocity subsonic flow exhibits strong aeroacoustic oscillations due to a coupling between pressure disturbances and the vortical structures. This feedback loop is generated by the impact of the shear layer on the downstream wall leading to the subsequent generation of acoustic waves which initiates further instabilities. Numerous experimental studies have been devoted to the study of such an aeroacoustic loop with the pressure spectrum (radiation acoustic analysis). However, only a few of them have investigated the velocity field inside the cavity. A complete data set concerning the flow features is available in the experiment of Forestier et al. ${ }^{6,7}$ Concerning the numerical investigations, many LES computations have been performed to characterize the acoustic radiation of cavities ${ }^{8,9}$. The major results are obtained at transonic Mach number. An extensive analysis of the cavity flow fields have been provided by Larchevêque et al. ${ }^{10,11,12}$ and Sagaut et al. ${ }^{13}$

In the following sections, the numerical method as well as the boundary conditions methodology are briefly described. The validation of the immersed boundary method is discussed with some test cases. The cavity flowfield is then investigated. Finally, the accuracy of the method is demonstrated by comparing the results obtained with the immersed boundary method and with a multi-block approach combining characteristic boundary conditions in the case of a pressure wave within a closed box, and, of the flow over a cavity.

## 2 GOVERNING EQUATIONS

The governing equations considered are the unsteady Navier-Stokes equations for a viscous compressible flow. In order to follow the flow field and essentially the shedding process, a passive scalar quantity $Z$ is transported thus introducing an additional transport equation.

The solver is a parallel one based on an explicit finite volume scheme for cartesian grids. The convective terms are computed resorting to the fourth-order centered skew-symmetric-like scheme proposed by Ducros et al. ${ }^{14}$ The diffusive terms are computed using a fourth-order centered scheme. In order to suppress spurious oscillations and damp high-frequency modes, the numerical scheme is augmented by a blend of secondand fourth-order artificial terms ${ }^{15}$. Time integration is performed using a third-order Runge-Kutta scheme ${ }^{16}$. To avoid the flow structures distortion, the boundaries are described using the three-dimensional Navier-Stokes characteristic boundary conditions approach to describe non-reflective boundary conditions ${ }^{17}$. This method is particularly effective in the context of compressible flows which prevent the appearance of spurious reflections at the open boundaries.

The immersed boundaries method has already been combined with high-order scheme in the DNS context by Lamballais and Silvestrini ${ }^{18}$ and in compressible LES by De Palma et al. ${ }^{19}$ The present approach employs a ghost-cell technique for imposing the boundary conditions on the immersed boundaries ${ }^{20,21,22,23}$. The interpolation scheme for the cells cut by the immersed boundary is based on the determination of an imagepoint expressed in terms of a linear, bi-linear or tri-linear interpolation. The boundary conditions are described by a Neumann condition for pressure $(\partial P / \partial n=0$, where $n$ is the direction normal to the immersed surface) and Dirichlet conditions for velocities (no-slip conditions). The wall temperature is calculated by using an adiabatic hypothesis.

Large-Eddy simulations have been carried out with various subgrid strategies. The first approach is an implicit one denoted MiLES ${ }^{24}$. The next ones rely on traditional SGS modeling approach: the Vreman model ${ }^{25}$, the Lagrangian Dynamic Model indicated as LDSM ${ }^{26}$ and the Localized Dynamic Smagorinsky Model ${ }^{27}$. The last one is based on a filtering operation which introduces the right amount of viscosity in the vicinity of walls. The test filter is described by a trapezoidal rule ${ }^{28}$. The filtered quantities near the immersed boundaries are determined by cutting the filtering volume. More precisely, the scheme is switched to bi-dimensional filtering over the plane parallel to the immersed boundary and ghost cells are not included in the filtering operation. In a similar manner, the lagrangian reconstruction of the fluid path in the LDSM is modified in the vicinity of the immersed and real boundaries.

Since the turbulent viscosity on the wall is zero, a new interpolation scheme is proposed. It relies on the Dirichlet condition for the turbulent viscosity to recover the correct ghost viscosity. To determine the SGS viscosity near the boundaries, a tri-linear interpolation scheme is thus used.

## 3 VALIDATION OF THE IBM SOLVER

To validate the numerics and the modeling, the wake behind an unconfined circular cylinder is first computed and results are compared with previous simulations and experiments. This preliminary test case is studied in a 2D DNS framework. The flow Reynolds number is $R e_{d}=300$ with $d$ the cylinder diameter. The results are compared against experimental and previous simulation ${ }^{29,30}$. Figure 1 shows the variation of the drag and lift coefficients. The mean drag and Strouhal numbers determined from these time evolutions are $C_{D}=1.37$ and $S t=0.21$, which are the expected values ${ }^{29,30}$.


Figure 1: Variations of drag and lift coefficients with time of the flow past a circular cylinder with $R e_{d}=300$.

The next test consists of a turbulent flow past a square cylinder. This cylinder has a rectangular cross-section of dimension $d$ immersed in a uniform velocity stream. The Reynolds number based on the side dimension $d$ is fixed to 22000 . This flow was investigated experimentally by Lyn et al. ${ }^{31}$ and McLean et al. ${ }^{32}$ The study is conducted with Large Eddy Simulation where subgrid viscosity is determined with the WALE model. Symmetry and periodic boundary conditions are applied respectively in the normal direction $(y)$ and in the spanwise direction $(z)$ corresponding to the cylinder's axis. Grid is refined around the cylinder to preserve a good accuracy in its vicinity. The adiabatic no-slip walls constituting the square are not coincident with the grid meshes. The open boundaries are non-reflecting ones with a uniform stream $u_{\infty}=1$, and $v=0$ and $w=0$ for the inlet. To reproduce the free-stream turbulence level measured upstream of the cylinder ${ }^{30}$, namely 2 percent with regard to the meanstream, a correlated random noise is superimposed to the average velocity profiles with the Klein turbulent injection ${ }^{33}$. The Fig. 2 compares streamwise and normal averaged velocities with experimental data on the cylinder and in its wake. A satisfactory agreement is observed.

## 4 LARGE EDDY SIMULATION OF A CAVITY FLOW

The structure of an unsteady flow past a rectangular open cavity is then investigated using cartesian grids with non conforming boundaries to discretize the governing equations.


Figure 2: Time-averaged streamwise and normal velocity $U$ and $V$ at various locations expressed (lines) w.r.t. experimental data (dot).

The 3D cavity configuration studied is of parallelepiped shape and has a length-to-depth ratio of $L / D=2$ and a depth ratio of $W / D=4.8$. The dimensions of the computational domain are presented in Fig. 3. It was studied experimentally by Forestier et al. ${ }^{6,7}$ The inflow Mach number is $M=0.8$ while the Reynolds number is $R e_{L}=6.8 \times 10^{6}$, based on the length of the cavity.


Figure 3: Dimensions of the computational domain for the cavity study.

To perform this immersed boundary study, the grid points are clustered near all the walls and in the shear layer above the cavity. The characteristics of the mesh are summed up in the table 4 with typical dimensions of the boundary layer in local wall units. The mesh contains 6.6 millions cells.

For flows with self-sustained oscillations, open boundaries have to be treated with great care. The previously mentioned 3D-NSCBC approach ${ }^{17}$ has been used to avoid any spurious reflections. For the inflow conditions, fluctuations have been added to the main profile. This synthetic turbulence is space and time-filtered correlated using the digital filter approach of Klein et al. ${ }^{33}$ Nevertheless, in this particular configuration, the turbulent injection does not play a crucial role in the self-sustained oscillations. The numerical simulations carried out in this study revealed that the turbulence is mainly generated by the Kelvin-Helmholtz instability and the recirculation zones. This result was already mentioned by Sagaut et al. ${ }^{13}$ for the same configuration.

The study of Larchevêque et al. ${ }^{12}$ employed MiLES and Selective Mixed Scale modeling

| Mesh | $290 \times 188 \times 122$ |
| :---: | :---: |
| $\Delta x^{+}$ | $30 \sim 130$ |
| $\Delta y^{+}$ | $20 \sim 70$ |
| $\Delta z^{+}$ | $15 \sim 30$ |
| $\Delta t$ | $3.8 \times 10^{-7} s$ |

Figure 4: Mesh properties
strategies. In the present study, the LES investigation is expanded beyond the use of the MiLES approach by using the Localized Dynamic Smagorinsky and the Vreman models presented previously.


Figure 5: Velocity statistics in the mid-span plane with immersed boundaries: longitudinal mean velocity, vertical mean velocity, longitudinal fluctuating velocity and vertical fluctuating velocity: - LDSM, - MiLES, ... Vreman model and o experimental data.

The Fig. 5 shows that the simulations accurately reproduce the first and second order statistics. All the SGS strategies accurately describe the statistical properties of the flow.


Figure 6: Three-dimensional vortical structures defined by the $Q$ criterion with the Localized Dynamic Smagorinsky Model for the subsonic cavity.

The key feature of the cavity flow is the presence of specific turbulent structures well described with the simulations. Figure 6 shows the 3D views of the $Q$-criterion using our
approach with immersed boundaries. The interactions of coherent structures with the downstream edge are predominant due to flow impingement and recirculation.


Figure 7: An experimental fast Schlieren view (left) ${ }^{7}$ and a strioscopic view from the MiLES computation (right).

The Fig. 7 presents a comparison between an experimental fast Schlieren view of Forestier et al. ${ }^{7}$ and a numerical strioscopic view at a similar time. The waves pattern is well recovered.


Figure 8: Maps in the horizontal aperture plane of the cavity. Top: measurements of Forestier et al. ${ }^{7}$ Bottom: LES with the Localized Dynamic Smagorinsky Model for the subsonic cavity. Left: Streamwise velocity. Right: two-dimensional turbulent kinetic energy.

The asymmetric character of the experimental flowfield is also captured, as it is seen from the maps of the streamwise velocity and of the 2D turbulent kinetic energy in the horizontal aperture plane of the cavity (Fig. 8). This bifurcation of the flowfield is induced by the confinement within the lateral walls as demonstrated by Larchevêque et al. ${ }^{12}$

## 5 COMPARISON BETWEEN IMMERSED BOUNDARY METHOD AND CHARACTERISTIC BOUNDARY CONDITIONS

The difference between the characteristic boundary conditions and the Neumann combined to a Dirichlet like conditions for the wall has been first studied by Lamarque et al. ${ }^{34}$ The possible impact of an IBM reconstruction compared to a classical wall treatment with a wall coinciding exactly with the grid mesh needs also to be assessed. The behavior and accuracy of the immersed boundary method with Neumann and Dirichlet like conditions versus a characteristic formulation has then be investigated.

The first case is a tridimensional flow configuration where a spherical pressure wave develops freely within a closed box of side $L=0.013 \mathrm{~m}$. The pressure field is initialized with a Gaussian-shaped pressure pulse given by:

$$
\begin{equation*}
p(r)=p_{\infty}\left[1+\delta \exp \left(-\frac{r^{2}}{2 R_{p}^{2}}\right)\right] \tag{1}
\end{equation*}
$$

where $r=\sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{3}}$ is the distance from the center of the computational domain, $R_{p}$ is the characteristic dimension of the pressure pulse $\left(R_{p}=0.05 L\right), \delta$ is the amplitude of the Gaussian-shape pressure pulse $(\delta=0.001), T_{0}=300 \mathrm{~K}$ and $p_{\infty}=1 \mathrm{~atm}$ are the initial parameters.


Figure 9: Pressure map and pressure contours at two different times. Immersed boundary method (left) and 3D-NSCBC wall formulation (right).

The present computations have been done with a conforming grid with 3D-NSCBC formalism and with a non-conformal grid with a immersed boundary method. The Fig. 9 shows the pressure field and the pressure contours over a cutting plane at two different
times. The two approaches preserve pressure wave front curvature and similar pressure maps.

To estimate the accuracy of the immersed boundary method, the simulations performed previously with non conforming grid meshes are then reiterated with conforming 3DNSCBC conditions treatment for the cavity walls. The aim of this study is to show that the small discrepancies observed between experimental and numerical ones are not caused by the boundary conditions (Neumann and Dirichlet like conditions with interpolation to rebuild the real border). Since the aeroacoustic loop is generated by the reflection of waves on the downstream wall, spurious reflection as well as bad reflections properties could alter the coupling.


Figure 10: Velocity statistics in the mid-span plane with 3D-NSCBC and conforming multi-grid: longitudinal mean velocity, vertical mean velocity, longitudinal fluctuating velocity and vertical fluctuating velocity: - LDSM, --- MiLES, ... Vreman model and $\circ$ experimental data.

The Fig. 10 shows the statistical features of the cavity flow with the multi-block approach combined with 3D-NSCBC boundary treatment keeping the grid resolution of the previous section. The statistics are identical to the last ones obtained in the IBM framework. The two boundary treatments are found to have no impact on the statistics. No discrepancies seem to be induced by the interpolations on the compressible pattern. Both Neumann and Dirichlet like conditions preserves then the reflective characteristics of the walls.

## 6 CONCLUSIONS

The Immersed Boundary Method appears as a valuable tool for addressing highly compressible flow fields. The essential features of a transonic cavity flow are recovered by IBM. Quantitative and qualitative agreement with experimental data have been obtained with the immersed boundary concept and with various SGS description for the Large Eddy Simulations. This demonstrates the strong potential of LES-IBM to simulate compressible flow and its ability to describe the feedback process which is based on the interaction of small instabilities in the shear layer with the downstream corner and the generation of acoustic waves which propagate upstream.

Future work will focus on a coupling strategy between immersed boundary methods and combustion modeling and on the description of the trapped vortex complex mechanisms depending on various parameters (structural and aerodynamic).
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