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Abstract. In this paper, we will review and discuss recent years progress in simulating unsteady cavitating flows in OpenFOAM at the Dept. of Shipping and Marine Technology at Chalmers, and what we believe is needed to further advance predictions and reliability. Using Large Eddy Simulation together with a mixture assumption and a finite rate mass transfer modeling, we have demonstrated in our numerical simulation the presence of several cavitation mechanisms important to capture when studying cavitation nuisance for hydrodynamic machinery, such as marine propellers and power turbines. These phenomena include the presence and action of re-entrant jets, e.g. cutting of sheet cavities thus causing shedding, but also some intrinsic details of secondary cavitation influenced by shear layers and vortex roll-up. The cases that will be referred to in the discussion include a hemispherical head, a NACA0015 hydrofoil, the Delft Twist11 hydrofoil, and the INSEAN E779A propeller.
1 INTRODUCTION

Minimizing the nuisance of cavitation is a great challenge in the design phase of a marine propeller. For efficiency reasons, the propeller usually needs to be operated in cavitating conditions but one still needs to avoid the effects of vibrations, noise and erosion. However, cavitation is a complex phenomenon not yet neither reliably assessable nor fully understood. Experimental observations can only give a part of the answer due to the obvious limitations in the measurement techniques; one example is measuring re-entrant jets and internal flow, where flow features are hidden for optical measurement techniques by the cavity itself but important to study in the development of erosive cavitation. Standard simulation tools used in design typically include potential flow solvers, lifting surface or boundary element approaches, with strict theoretical limits on cavitation modeling that only in the hands of an experienced designer may give satisfactory propeller designs. Adding to the challenge is a lack of theoretical knowledge of the physical mechanisms leading to harmful cavitation and thus how to modify a design if some form of nuisance is detected.

The access of the complete flow field through Computational Fluid Dynamics, CFD, would thus be a welcome complement to experimental data in order to develop improved design guidelines. The numerical simulation of cavitation does however include many complications, both from a modeling and a computational point of view. For example is the phase change from liquid to water difficult to model on a macroscopic level and the cavitation dynamics is governed by medium to small flow scales, both in time and space, necessitating large computational grids and small time steps. Thus, the task is not straight-forward. Moreover, in order for the CFD tools to be useful in developing the physical knowledge and help the design procedure, they need to capture the correct cavitation mechanisms and it is thus not enough to use stationary conditions and global cavity characterization, such as cavity length and shedding frequencies, in the validation process.

Here, we’ve used an incompressible Large Eddy Simulation technique, LES, and will show its ability to capture certain mechanisms in the formation of erosive cavitation. The LES is based on an implicit modeling approach for the subgrid term and considering the flow as a single fluid, two-phase mixture. A model transport equation for the local volume fraction of vapor is solved together with the LES equations, and a finite rate mass transfer model is used for the vaporization and condensation processes. We start by describing the modeling approach in some detail, together with its implementation and point to some validation flows computed. Following this, we briefly discuss the cavitation physics necessary to simulate, and demonstrate the capability of our LES to actually capture many of these mechanisms, using a NACA0015 foil, the Delft Twist11 foil, and the INSEAN E779A propeller in a wake flow. Finally, we summarize the results and give a short outlook.
2 COMPUTATIONAL MODELING OF CAVITATING FLOWS

The physics of cavitation adds several effects that need to be considered compared with single phase hydrodynamics. The most basic ones are the presence of the two phases and the mass transfer process between water and vapor. Moreover, we have e.g. effects due to compressibility and non-condensable gases. Considering compressibility, this is mainly present in the gas phase and important in the generation of collapse pulses and rebounds, but plays also a role in the liquid flow development, related to interaction phenomena between different cavities as well as the general unsteady pressure field development. When it comes to non-condensable gases dissolved in the liquid water, this gas content will be transferred to a gaseous state during vaporization and remain in gaseous form for some time after the condensation thus leaving a clear trace of previous cavitation in the water. This affects the strength of the water and thus the cavitation dynamics if passing into a low-pressure region once more, e.g. in rudder cavitation or in turbines.

For the simulations described in this paper, we use an incompressible implicit LES approach together with a two-phase mixture assumption to account for the cavitation. This is done by introducing the vapor volume fraction and solving an additional transport equation, incorporating finite rate mass transfer models for the vaporization and condensation processes; we here consider the mass transfer models of Kunz et al.\textsuperscript{21} and Sauer.\textsuperscript{31} The solution procedure is based on a segregated PISO algorithm, but since the mass transfer models affect the velocity-pressure coupling, the pressure equation needs some special attention to increase the numerical stability. We thus neglect the above mentioned effects of compressibility and non-condensable gases, which limits the applicability of the approach and the cavitation mechanisms we can expect to capture. However, as is shown in this paper as well as previous work,\textsuperscript{4,6,17} the methodology still seems capable of predicting many crucial mechanisms necessary in the analysis of cavitation erosion. This extends to prediction of initial generation of potentially erosive cavitation, while the capturing of detail in the collapse process requires a compressible approach and considerably higher mesh resolution.

2.1 Large Eddy Simulation

As the terminology indicates, LES is based on computing the large, energy-containing structures that are resolved on the computational grid, whereas the smaller, more isotropic, subgrid structures are modeled. This separation of scales within the flow is accomplished by a low-pass filtering of the Navier-Stokes Equations, in practice most often performed implicitly through the cell average in the finite volume method. In contrast with RANS approaches (e.g. Wilcox\textsuperscript{38}), which are based on solving for an ensemble average of the flow, LES naturally and consistently allows for medium- to small-scale, transient flow structures. When simulating unsteady, cavitating flows, we believe this is an important property in order to be able to capture the mechanisms governing the dynamics of the formation and shedding of the cavity. Thus, starting from the incompressible Navier-Stokes
equations, the governing flow equations consisting of the balance equations of mass and momentum,

\[\begin{align*}
\partial_t (\rho v) + \nabla \cdot (\rho v \otimes v) &= -\nabla p + \nabla \cdot S, \\
\nabla \cdot (\rho v) &= 0,
\end{align*}\]

where \( v \) is the velocity, \( p \) is the pressure, \( S = 2\mu D \) is the viscous stress tensor, where the rate-of-strain tensor is expressed as \( D = \frac{1}{2} (\nabla v + \nabla v^T) \), and \( \mu \) is the viscosity. The LES equations are theoretically derived, following e.g. Sagaut, from Eq. (1) by applying low-pass filtering, using a pre-defined filter kernel function \( G = G(x, \Delta) \), such that,

\[\begin{align*}
\partial_t (\rho v) + \nabla \cdot (\rho v \otimes v) &= -\nabla p + \nabla \cdot (S - B), \\
\nabla \cdot (\rho v) &= 0,
\end{align*}\]

where overbars denote filtered quantities and commutation errors have been neglected. Equation (2) introduces one new term when compared to the unfiltered Eq. (1): the unresolved transport term \( \nabla \cdot B \), where,

\[B = \rho \left( \overline{v \otimes v} - \overline{v} \otimes \overline{v} \right)\]

is the subgrid stress tensor. Following Bensow and Fureby, \( B \) can be exactly decomposed as

\[B = \rho \left( \overline{v \otimes v} - \overline{v} \otimes \overline{v} + \tilde{B} \right),\]

where now only \( \tilde{B} \) needs to be modeled. The most common subgrid modeling approaches, utilizes an eddy or subgrid viscosity, \( \nu_{SGS} \), similar to the turbulent viscosity in RANS, where \( \nu_{SGS} \) can be computed in a wide variety of ways, see Sagaut and the references therein for an overview. In this work, we have opted for implicit modeling of \( B \), meaning that no subgrid model is applied, so called implicit LES, or ILES. This is motivated by the anticipation that \( \tilde{B} \) is of primarily dissipative character, which can be handled by the leading order truncation term in the numerics, a property first identified by Boris et al. and more recently discussed in Fureby and Margolin et al.

In LES, the grid in the near wall region needs refinement in all three directions compared to the free-stream resolution in order to resolve the energetic structures. In particularly, the resolution in the spanwise direction is important, as opposed to RANS where the wall normal resolution is in focus. However, for flows of engineering interest, the computational cost for a wall resolved LES, capturing the anisotropic flow structures such as streaky structures, hairpin vortices and ejection events, is too high. Instead we apply a wall model based on the logarithmic law of the wall, implemented through an adjustment of the viscosity in the cells adjacent to the wall. Although a very simple approach, it has been successfully applied to a wide range of flows, including the ILES modeling we use in this paper. Assuming that \( \tau_w = \nu_{BC} u_{\tau}/y \), the subgrid wall viscosity \( \nu_{BC} \) can be used to enforce the velocity to comply with the law-of-the-wall, see Fureby for more details.
2.2 Multiphase Modelling

To simulate cavitating flows, the two phases, liquid and vapor, need to be represented in the problem, as well as the phase transition mechanism between the two. Here, we consider a one fluid, two-phase mixture approach, introduced through the local vapor volume fraction and having the spatial and temporal variation of the vapor fraction described by a transport equation including source terms for the mass transfer rate between the phases. Adding this transport equation to the filtered equations of continuity and momentum, Eq. 2, we get

\[
\begin{align*}
\partial_t (\rho \mathbf{v}) + \nabla \cdot (\rho \mathbf{v} \otimes \mathbf{v}) &= -\nabla p + \nabla \cdot (\mathbf{S} - \mathbf{B}), \\
\partial_t \rho + \nabla \cdot (\rho \mathbf{v}) &= 0, \\
\partial_t \alpha + \nabla \cdot (\alpha \mathbf{v}) &= \dot{m}/\rho_v.
\end{align*}
\]  
\( (5) \)

The density \( \rho \) and viscosity \( \mu \) in Eq. 5 are assumed to vary linearly with the vapor fraction,

\[
\begin{align*}
\rho &= \alpha \rho_v + (1 - \alpha) \rho_l, \\
\mu &= \alpha \mu_v + (1 - \alpha) \mu_l,
\end{align*}
\]  
\( (6) \)

with the bulk values, \( \rho_v, \rho_l, \mu_v, \) and \( \mu_l \), kept constant. Using this expression for the density in the continuity equation it’s straightforward to derive the non-homogeneous velocity divergence due to the mass transfer between the phases,

\[
\nabla \cdot \mathbf{v} = \left( \frac{1}{\rho_v} - \frac{1}{\rho_l} \right) \dot{m},
\]  
\( (7) \)

that implies that the pressure equation in the PISO algorithm needs to be modified as well.

2.2.1 Mass Transfer Modeling of Kunz et al.

The model we describe here is based on the ideas of Kunz et al.,\textsuperscript{21} that in turn originates from the work of Merkle et al.\textsuperscript{23} The final form of the model can however be considered as based on fairly intuitive, ad hoc arguments. The mass transfer here is based on different strategies for vaporization and condensation, compared with most similar models that only rely on a single expression for both creation and destruction of vapor. The vaporization, \( \dot{m}^+ \), is modeled to be proportional to the amount by which the pressure is below the vapor pressure and the amount of liquid present, while the condensation, \( \dot{m}^- \), is based on a third order polynomial function of the vapor volume fraction,

\[
\begin{align*}
\dot{m}^+ &= A^+ \rho_v (1 - \alpha) \min \left[ \frac{\bar{p} - p_v}{\frac{1}{2} \rho_l U_\infty^2} \right], \\
\dot{m}^- &= A^- \rho_v (1 - \alpha) \alpha^2
\end{align*}
\]  
\( (8) \)
and the specific mass transfer rate is computed as $\dot{m} = \dot{m}^+ - \dot{m}^-$. Here, $\bar{p}$ is the filtered pressure, $p_v$ the vaporization pressure and $A^+$ and $A^-$ empirical constants (of dimension $[s^{-1}]$) determining the mass transfer rate. Thus, vaporization occurs when the pressure is below the vapor pressure and there exist some liquid to vaporize, while condensation is restricted to the interface region of the cavity, independent of the pressure, with a maximum at $\alpha = 1/3$ and going to zero in the pure vapor region and the pure liquid region.

2.2.2 Mass Transfer Modeling of Sauer

The approach chosen by Sauer$^{31}$ is based on expressing the vapor fraction as a function of the number of bubbles per unit volume, $n_0$, and the radius of the bubbles, $R_b$, assumed to be the same for all bubbles,

$$\alpha = \frac{V_v}{V_l + V_v} = \frac{4\pi R_b^3 n_0}{1 + \frac{4}{3}\pi R_b^3 n_0}.$$  \hfill (9)

Furthermore, assuming that a change in vapor volume fraction is due not only to varying bubble sizes, but also by the change of number of bubbles, we obtain

$$\frac{D\alpha}{Dt} = (1 - \alpha) \frac{4\pi R_b^2 n_0}{1 + \frac{4}{3}\pi R_b^3 n_0} \frac{DR_b}{Dt}. \hfill (10)$$

Now using a simplified Rayleigh equation, where the second order derivative is neglected, to get $\frac{DR_b}{Dt}$,

$$\frac{DR_b}{Dt} = -\text{sign}(p - p_v) \sqrt{\frac{2}{3} \frac{|p - p_v|}{p_l}}, \hfill (11)$$

we arrive at

$$\dot{m} = -p_v (1 - \alpha) \frac{3\alpha}{R_b} \text{sign}(\bar{p} - p_v) \sqrt{\frac{2}{3} \frac{|\bar{p} - p_v|}{p_l}}, \hfill (12)$$

where Eq. 9 have been used, and $R_b$ is expressed as,

$$R_b = \left(\frac{\alpha}{\frac{4}{3}\pi n_0 (1 - \alpha)}\right)^{1/3}. \hfill (13)$$

Following Kim and Brewton,$^{20}$ we introduce an asymmetry between the condensation and vaporization terms, weighting the condensation process by a factor of two. Also here it is necessary to supply parameters to the model, the initial number of bubbles per unit volume, $n_0$, and the initial bubble diameter, $d_{Nuc}$.

2.3 Discretisation and Implementation

The computational model described above has been implemented using the OpenFOAM libraries.$^1$ The spatial discretization is performed using a cell centered co-located finite volume (FV) method for unstructured meshes with arbitrary cell-shapes, and a multi-step scheme is
used for the time derivatives. To complete the FV-discretization the face fluxes need to be
reconstructed from grid variables at adjacent cells, requiring interpolation of the convective
fluxes and difference approximations for the inner derivatives of the diffusive fluxes; see Weller
et al.\textsuperscript{37} and Jasak\textsuperscript{19} for more details on the discretization and the numerics used in OpenFOAM.
For the simulations presented in this paper, a second order implicit time scheme is used combined
with second order linear interpolation in space, except for the convective terms discussed in the
next paragraph. The time step is set small enough to ensure a maximum Courant number, Co,
of less than 0.5 everywhere in the computational domain. The iterative solvers are considered
converged when the residuals have been reduced by a factor of $10^{-10}$.

Since the present methodology is based on implicit modeling of the modified subgrid stress
tensor $\tilde{B}$, a slightly diffusive scheme is needed to make the leading order truncation error act as
the dissipative action of the subgrid stress tensor. This can be performed using different kind
of limiters and schemes, and in the present simulations a simple form is used via a TVD limited
linear interpolation scheme. Several different discretization schemes have been tested and it
is shown in Bensow and Liefvendahl\textsuperscript{6} that this approach does not cause excessive numerical
diffusion and yields results that are comparable to the ones achieved with a pure second order
scheme together with an explicit subgrid model.

The pressure-velocity coupling is handled via a PISO (Pressure Implicit with Splitting of
Operators) procedure\textsuperscript{18} based on a Rhie&Chow-like interpolation\textsuperscript{28} for cell-centered data. Before
entering the PISO-loop, the vapor volume fraction transport equation is solved as well as a
momentum predictor step. The mass transfer terms are incorporated into the pressure Poisson
equation through Eq. 7 as a split source term with the part including the pressure is treated
implicitly, whereas the rest is treated explicitly, similar to what was done by Kunz \textit{et al.}\textsuperscript{21}

### 2.4 Basic Validation of the Computational Model

The LES approach and its implementation described above has been extensively validated for
non-cavitating flows, and a complete discussion will not be repeated here; the references cited
below include both the implicit approach we use in cavitating flows, as well as different explicit
subgrid models. The published cases range from basic soundness demonstration cases, like a
channel flow,\textsuperscript{14} through canonical flows, e.g. past a circular cylinder,\textsuperscript{11, 27} to more advanced
cases like the Darpa SubOFF\textsuperscript{5, 13, 24} or the INSEAN E779A propeller.\textsuperscript{6}

When it comes to quantitative validation of cavitating flows, we here report simulations
of the cavitation on a hemispherical head shape at $0^\circ$ angle of attack at $Re = 1.36 \cdot 10^5$,
experimentally investigated by Rouse and McNown.\textsuperscript{29} This case was introduced as soundness
check for cavitating flows by Kunz \textit{et al.}\textsuperscript{21} and it has been repeated by several authors, e.g.
Vaidyanathan \textit{et al.},\textsuperscript{36} Senocak and Shyy,\textsuperscript{32} and Ahuja \textit{et al.}\textsuperscript{2} Our simulations were performed
as transient in a fully three-dimensional domain in order to mimic the configurations used for
our more advanced cases. Both the wetted flow and the cavitating flow at $\sigma = 0.40$ have been
simulated with good results for both the Kunz and the Sauer model. The grid used contained
2.2 million hexahedral cells with the parameters set to $A^+ = 2 \cdot 10^4$ and $A^- = 10^3$ in the Kunz
model and in the Sauer model the initial bubble density per unit volume $n_0 = 2 \cdot 10^8$ and the
initial bubble nuclei diameter $d_{nuc} = 1 \cdot 10^{-4}$ were used; and both cases the density ratio was
$\rho_l/\rho_v = 1000$, which is generally considered enough. In Fig. 1, the pressure distribution is
plotted for both mass transfer models together with experimental data, as well as an isosurface
of the vapor fraction together with the pressure distribution in a plane. As can be observed,
the simulated results agrees well with experimental data for both the wetted and the cavitating
flow, and for both the Kunz and the Sauer model. We noted some minor unsteadiness of the
cavity in the simulations, as can be physically expected, and we here report average values.

Figure 1: The pressure distribution on a hemispherical head shape in cavitating flow conditions; the
cavity extent is indicated by an isosurface of the vapor fraction $\alpha = 0.5$.

3 SIMULATING TRANSIENT CAVITATION

The cavitation pattern on a foil in stationary inflow has a complex behavior in space as well
as time in a wide span of scales, e.g. we find time scales typically ranging from microseconds to
seconds. According to experimental, theoretical and numerical studies of 2D and 3D cavities,
carried out by a number of authors during the last thirty years or more, the development of shedding
of cavities is controlled by the action of different liquid jets inside the cavity. An extensive
recent experimental study was reported by Foeth and Terwisga$^{12}$ and Foeth$^{10}$ on, among others,
the Delft Twist11 foil which we’ve simulated and reports on below. Traditionally, these internal
jets are collectively called re-entrant jets. Although thus unsteadiness and even randomness is
characteristic for the development of cavities some features are regular appearing, and are relating
the collapse dynamics, and thus noise and erosion, with the global flow. Consequently such
features are very important to predict in a numerical simulations if the aim is to say something
about these phenomena.

In Bark et al.$^3$ the large scale processes that may lead to erosive cavitation, and thus also
noise and vibration, can be classified into five mechanisms:

- A traveling cavity (or bubble) which grows in a low pressure region,
- A shed cavity due to a re-entrant jet that fills a sheet cavity before pinching of the trailing
  part,
- The upstream moving collapse of a sheet
- A traveling cavity due to leading edge desinence, i.e. a cavity initially attached to the
  leading edge (of a foil or blade) when conditions for cavitation cease,
• Secondary cavitation, which is the formation of new cavitation in the disturbed flow, i.e. in a shear layer, due to any of the other mechanisms.

The concept of secondary cavitation is however not a distinct classification and mixed types may occur. Different types of rebounds can be considered as secondary cavitation, as well as what we call vortex group cavitation, where several small vortices are formed in a shear layer created by e.g. re-entrant jets. One additional mechanism, important especially for marine propellers, is the interaction between an attached sheet on the propeller blade and the tip vortex. Broad band noise is often related to unsteady properties of the tip vortex, and the modulation of the vortex due to the dynamics of the attached sheet is thus one of the causes for this particular noise problem.

We will demonstrate that all mechanisms except the single traveling bubble are present in our simulations, which is a very promising indication of the capacity of the technique. The re-entrant jet is responsible for the main shedding on the Twist11 foil as well as on the NACA0015. In the latter case, also the upstream moving collapse occurs. In both these cases, secondary cavitation, in the form of vortex group cavitation, is formed. To see the leading edge desinence, we need to turn to the INSEAN E779A propeller operating in a wake field. We will here also demonstrate how the developing sheet cavity on the blade interacts with the tip vortex, shifting its position as it leaves the blade. We remark however that although these mechanisms are clearly present in the simulations, more detailed validation regarding the balance between different mechanisms are needed before LES can confidently be used to assess cavitation nuisance. As already noted, some physics influencing the dynamics of the cavities are also missing, e.g. compressibility and non-condensable gas content, and the impact of these approximations needs to be further studied; work in progress at Chalmers.

3.1 Cavitation on the NACA0015 Foil

Here, a section of the foil with a span of 0.1 cords has been simulated, mounted at 10° angle of attack. The computational domain and the grid is displayed in Fig. 2. The spanwise extent is obviously too small to reliably capture three-dimensional effects, although comparing with experimental videos the spanwise structures developing seem quite reasonable. The foil is well resolved with a grid built of around 2.7 million hexahedral cells with a spanwise cell count of 70; $y^+$ values are between 1 and 2 everywhere except in the stagnation region. The cord is 200 mm and the inlet velocity is $u_\infty = 6$ m/s, leading to a Reynolds number of $Re = 1.08 \cdot 10^6$. The cavitation number, $\sigma = \frac{p - p_v}{0.5 \rho u_\infty^2}$, in the simulation is $\sigma = 1.0$ and a physical density ratio was used with $\rho_l/\rho_v = 43,400$. The simulation displayed below was made using the model of Sauer\textsuperscript{31} with initial bubble density per unit volume $n_0 = 2 \cdot 10^8$ and the initial bubble nuclei diameter $d_{nuc} = 1 \cdot 10^{-4}$, the same as for the hemispherical head shape. The case has also been simulated using the model of Kunz \textit{et al.}\textsuperscript{21} with the same global characterization of the cavitating flow, e.g. regarding cavity length and shedding frequency, but the mechanisms governing the cavity is not as distinctly predicted.

In Fig. 3, an isosurface of the vapor fraction $\alpha = 0.5$ is plotted during an upstream moving collapse. In frame 3(a), the main sheet is approximately at its maximum extent, and the trailing edge of the cavity is moving upstream, thus the cavity is shrinking, as we move through the frames and close to it’s collapse in frame 3(f). What is more interesting is what’s happening
in the wake flow of the cavity. In frame 3(b), a cavitating vortex has been shed from the main sheet which is then deformed in 3(c). The vortices displayed in frames 3(d)-3(f) are however clearly secondary cavitation, developing in the (non-cavitating) vortex that is formed in the shear between the external flow and the cavity wake flow.

Figure 2: The computational domain and a detail of the grid for the NACA0015 foil case.

Figure 3: Upstream moving collapse on the NACA0015 foil; the cavity extent is presented using an isosurface of the vapor fraction $\alpha = 0.5$.

3.2 Cavitation on the Delft Twist11 Foil

The Delft Twist11 foil was constructed to experimentally study cavitation on a well defined geometry and location, well distanced from the walls of the cavitation tunnel, see Foeth\cite{10} for
more information on the experiments. The cavitation that appears is similar to what occurs at the root section of a propeller blade and is thus also relevant from an engineering perspective. The geometry consists of a NACA0009 profile that has a varying angle of attack, going from 2° at the wall to 9° at the center line. The domain and grid is displayed in Fig. 4. The computational grid here consists of 2.2 M cells for the half-domain, and is thus considerably coarser than for the NACA0015 case; more typical for what we normally use in our simulations. The conditions are set to mimic the experimental set-up with an inlet velocity of $u_\infty = 6.97$ m/s, and a cavitation number of $\sigma = 1.07$; the density ratio was $\rho_l/\rho_v = 1,000$.

The simulated results are described in more detail in Huuva\textsuperscript{17} and in Bensow \textit{et al.}\textsuperscript{6} where also a summary of the experiments are included. What we show in Fig. 5 is how the re-entrant jets fill the cavity, then breaks through the sheet pinching of a part that sheds downstream, and secondary vortex cavitation is formed in the shear between the internal and external flows. In Fig. 5(a) and 5(d), the re-entrant jets has just broken up the cavity interface but a thin layer of vapor is still visible starting from the leading edge. Going further to Fig. 5(b) and 5(e), also the leading edge is here wetted, and the velocity vectors clearly display the shear layer between the re-entrant flow and the external flow; note that no vapor is present near the center plane except the larger shed structure at the trailing edge of the cavity. In Fig. 5(c) and 5(f) however, we note the two new cavitating vortices that has developed in the previously mentioned (liquid) shear layer; yet another example of secondary cavitation developing in the simulation.

Figure 4: The computational domain and a detail of the grid for the Twist11 foil case.

### 3.3 Cavitation on the INSEAN E779A Propeller

The final example is a propeller, originally designed in 1959 for a ferry but never built in full scale. Although being an outdated design, an extensive experimental database has been built by the research team at the Italian ship model basin, INSEAN, making it one of the best documented propellers in the open literature and thus a very interesting test case for CFD validation. Previous computational results are reported in Bensow and Liefvendahl\textsuperscript{6} for LES in non-cavitating conditions and Bensow and Bark\textsuperscript{4} in cavitating conditions and in Streckwall and Salvatore\textsuperscript{35} for RANS in both non-cavitating and cavitating conditions. The propeller has been experimentally investigated in open water condition, i.e. not fitted to a hull, but with both homogeneous inflow and an artificially generated wake. Among the published data are PIV and
Figure 5: Formation of secondary vortex cavitation, after shedding due to re-entrant jets filling the cavity, on the Twist11 foil. In the top row, the velocity vectors close to the foil surface and on the center plane is shown, colored by the vapor fraction, and in the bottom row the cavity is indicated by a blue isosurface of $\alpha = 0.5$.

LDV of the propeller wake, $^{8,9,33,34}$ cavitation pattern, $^{25,26}$ and pressure-velocity correlations. $^8$

We will here only report the simulation of the propeller in cavitating conditions in an artificially generated wake; see Bensow and Bark$^4$ for a more complete description of our LES results on this propeller. The propeller was mounted behind a set of five plates in the cavitation tunnel and run at a cavitation number of $\sigma_n = 4.455$. Prior to the cavitation experiments, the nominal wake, i.e. without the propeller present, and the total wake was measured using LDV in a plane $0.52 \ R_P$ upstream of the propeller position, where $R_P$ is the propeller radius. In the computations, we constructed an analytical function to approximate the nominal wake and used that as an inlet to the computation; see Fig. 6. The computational grid here is an unstructured tetrahedral grid with prism in the boundary layer with in total around 4.4 M cells. The near-wall resolution is similar to the Twist11 case and the Kunz model was used with parameters as for the hemispherical head case.

The two main features to pinpoint in this simulation is the leading edge desinence and the interaction between the sheet cavity and the tip vortex. By leading edge desinence, we mean that a cavity that is attached to the leading edge of the blade when the blade exits the wake region, where the low on-flow velocity is the cause for the cavitation, cavitation will cease on the leading edge and the cavity is turned into a travelling cavity collapsing further downstream. This can be a very erosive process and important to capture in the simulation of a cavitating propeller. This development can be seen in the innermost part of the cavity in the experimental pictures in Fig. 8(d) to 8(f). The corresponding behavior in the simulation is visible in Fig. 8(a) to 8(c). The cavity here seems however to be underpredicted, specially in Fig. 8(c), and
Figure 6: The experimental set-up and a comparison between the measured and computational on-flow to the propeller.

Figure 7: The computational domain and a detail of the grid for the E779A propeller.
the shed, traveling cavity cloud seem to have a higher rotation than in the computations.

In Fig 9, the influence of the sheet cavity on the tip vortex is illustrated. When the cavity is just initiated, Fig. 9(a), the tip vortex, developing due to the pressure difference between the two sides of the blade, leaves the blade exactly at the tip. However, the re-entrant jet forming around the cavity as it grows, visible through the surface streamlines in Fig. 9(b), lifts the cavity of the blade, and this affects the tip vortex which is now formed around the cavity instead of the blade tip.

![Figure 8: Development of the sheet cavity on the INSEAN E779A propeller; cavity extent in the simulated results (top row) is indicated by an isosurface of vapor fraction $\alpha = 0.5$.](image)

### 4 OUTLOOK

The cases presented in this paper show that the wall-modeled, implicit LES described above have the ability to capture several important cavitation mechanisms, necessary for the prediction of cavitation nuisance such as erosion or noise. Furthermore we comment that these mechanisms are found among the large to medium-small-scale unsteady flow structures, thus raising the question if these problems can be assessed using RANS. It is however also clear that further work is needed to reach a predictive capability using LES. We argue that it’s important that the main cavitation mechanisms, such as internal jets and leading edge desinence, are captured by the simulation in order to advance towards reliable predictive tools and this is clearly the case for the present modeling approach. One necessary ingredient is a high resolution in both space and time.
Figure 9: Tip vortex development on the INSEAN E779A propeller and its interaction with the sheet cavity.

The main discrepancy when comparing the simulated results with the experimental data is the cavity extent that is not satisfactory to be useful for e.g. noise prediction. This problem seems to be fairly insensitive to parameter variations in the mass transfer model, and other studies have shown that different mass transfer modeling techniques behave similarly. The two most probable causes of this discrepancy are thus believed to be related to either the resolution or the incompressible segregated solver approach.

Looking ahead, we believe that for studying the details of a cavitating flow field, LES has a great potential to become a useful and reliable tool. The short-term design cycle will for a long time be based on potential flow based methods with the capacity to predict the occurrence of cavitation and the loss of e.g. thrust, but the improved understanding of governing mechanisms that can be achieved using high-end LES will help in interpreting the results from these faster tools, as well as guiding the actual development of the design tools and principles. LES can also be part of the validation of a final design, as experiments are sometimes used today, and on the same time scale as the experiments. Such studies can preferably be done using both experimental and computational techniques, yielding complementary databases. Even though it is not yet possible to numerically predict the final collapses of cavities, the general, large-scale behavior towards the state generating approximate initial conditions for the final collapse can be studied to evaluate the risk of destructive collapses, i.e. erosion. Reliable prediction of this kind of early development, and its relation to design parameters, is clearly within reach using present cavitation modeling techniques.

To reach even further, the first natural step seems to be to include compressibility effects. This will allow one to compute a certain quantitative measure of the collapse pulse, even though a good estimate would require extremely high mesh resolutions and more sophisticated mass transfer models. More importantly, the acoustic interaction between cavities growing and shrinking and the effect of a pressure pulse on the cavitation can be captured. The inclusion of non-condensable gas content is also an important component when assessing the finer balance between the different mechanisms controlling cavitation nuisance.
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