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ABSTRACT

The use of graphics hardware for general purpose computations allows scientists to enormously speed
up their numerical codes. We presently investigate the impact of this technology on our in-house CPU
based finite difference solver [1] for the three-dimensional two-phase Navier-Stokes equations. To our
knowledge, this is the first time, that a high order two-phase solver for the three-dimensional Navier-
Stokes equations profits from the computation power of several GPUs.

As part of our project, we have implemented a GPU solver for the pressure Poisson equation based on
the Jacobi preconditioned conjugate gradient method. Additionally, the reinitialization process for the
level-set function used in our fluid solver is performed on the GPU. The reinitialization involves the
solution of a partial differential equation of Hamilton-Jacobi type. This PDE is discretized in space by
a fifth-order WENO finite difference scheme. Time discretization is done by a third-order Runge-Kutta
method.

Our GPU codes were implemented in double precision using the GPU programming framework CUDA
and parallelized by a domain decomposition approach with MPI. By choosing the right data exchange
strategy, our multi-GPU solvers scale on large distributed memory clusters equipped with graphics
hardware.

First GPU benchmarks show a major speedup factor of 16.6 for the Poisson solver and a speedup factor
of 11 for the reinitialization process. These results reflect the comparison between the computation
times on one GPU of an Nvidia Tesla S1070 with those of a 3.16 GHz CPU. Our multi-node/multi-
GPU parallelization scales well in the number of GPUs.

In this talk, the latest results of our GPU porting project will be presented. A key focus will be on the
description of our highly efficient parallelization and GPU implementation strategies.
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