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Abstract. The combination of nonreflective boundary conditions with SIMPLE-type algo-
rithms is not straightforward, due to the time staggered treatment of the physical variables
in these algorithms. First, a model algorithm is described, such as to bring together classi-
cal features of SIMPLE-type approaches for compressible flows. As we focus on low Mach
number computations, the AUSM™T -up scheme is utilized, but this does not restrict the sug-
gested methodology, which consists in applying characteristic based boundary conditions
according to the physical role played by the variables that are concerned.
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1 INTRODUCTION

When dealing with flow models which require the radiation of waves into the far field,
nonreflecting boundary conditions must be introduced. Even in steady computations,
convergence problems may occur otherwise. In unsteady computations, nonphysical re-
flections can render the simulation useless, in particular when the interaction of sound
waves with fluid flows is of interest. Particular care has to be applied to the boundary
conditions treatment at low Mach number, since multiple time scales are then involved
with different orders of magnitude. In this case, accurate boundary conditions are needed
for 'long’ times measured on the ’fast’ scale.

The vast literature on nonreflecting boundary conditions is essentially divided into two
streams treating either absorbing or characteristic boundary treatment. According to
the former approach, a nonphysical buffer zone is added to the physical domain. This
was found particularly necessary when nonlinear disturbances, such as vortices, cross the
boundary. When only acoustic waves must exit the computational domain with minimal
reflections, characteristic based boundary treatment has been shown to be highly effective
(see e.g. [10, 12,9, 1]).

In the present study we examine the characteristic boundary treatment in SIMPLE-
type pressure correction algorithms. These algorithms are characterized by a procedure
in which the pressure field is decomposed into a guessed value and a pressure correction,
which is related to a momentum correction by an approximate form of the momentum
equation. As far as pressure correction algorithms are concerned, the energy-based ap-
proach has been shown to be suitable when low Mach number flows must be accurately
computed. Because we shall focus on low Mach number flows, this approach will be
adopted. We note, however, that the energy-based SIMPLE-type pressure correction
methods have been used successfully to solve flow problems for a wide range of Mach
number!®783. The methodology that we shall describe in the present study is aimed at
this class of methods, and more generally at the SIMPLE-type approach for compressible
flows.

Specific difficulties arise when characteristic based nonreflecting boundary conditions
are applied in the algorithms which belong to the class that we consider. In the estimation
step, pressure is frozen, which means that acoustic information is involved only in the cor-
rection step. Thus, physical variables are staggered in time, depending on the convective
or acoustic roles they play. This is why a nonreflecting treatment is not straightforward,
in contrast to the case of explicit time marching schemes commonly combined with this
treatment.

Let us note that the topic that we consider remains a very seldom studied subject.
However, in Ref. [14], the nonreflecting conditions technique given in [9] is applied in a
SIMPLE-type pressure correction algorithm in which the pressure correction is derived
from a Helmholtz equation. A LES computation is performed with a Mach number of
0.04 at the inlet and a time step that corresponds to an acoustic CFL as large as 40. It
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will be of interest to discuss the stability features of the method that we shall present
with regard to this result.

The organization of this paper is as follows. First, an algorithm designed to represent a
large class of pressure correction algorithms is described. Without intending to investigate
its particular features or capabilities, particularly for the low Mach aspects, we utilize it
as a generic — or model — algorithm, that brings together classical features of SIMPLE-
type approaches for compressible flows, such as the distinction between convective and
acoustic variables, and the use of a pressure and momentum correction relation derived
from the momentum equation.

Second, after recalling some well-known aspects of characteristic based boundary con-
ditions, their integration into our model pressure correction scheme is presented. The
method that we suggest here, consists in applying the characteristic based boundary con-
ditions in a staggered way too, according to the physical role of the variables that are
concerned. The suggested methodology is tested on two cases: steady flow in a nozzle
with variable section and acoustic wave packet propagation. The time step limitation of
the described method is then discussed.

2 GOVERNING EQUATIONS

We consider the simple case of a one-dimensional flow of a perfect and ideal gas in
a nozzle with a variable section. From now on, x denotes the coordinate in the flow
direction. The flow model is given by the Euler equations,

9:(0S) + 0z (ovS) =0 (1a)
0i(0vS) + 0x((0v* +p)S) = pd.S (1b)
O (0ES) + 0.(0vHS) =0 (1c)
E=e+ %112 (1d)
oH = oF +p (Le)

p
e = ﬁ (1f>

where t, o, p, v, e, E and H represent time, density, pressure, velocity, internal energy,
total energy and total enthalpy per unit mass, respectively. Furthermore, v denotes the
specific heats ratio and S the cross-section area of the nozzle.

For numerical reasons, it is usual to put the variables in nondimensional form. Let us
introduce a pressure p,., density o, and length [,., as three fundamental reference quantities.
From these, we deduce a reference velocity v, = \/p./ oy, time t,. = l,. /v, energies and total
enthalpy e, = E, = H, = p,/o0,. We thus define nondimensionalized quantities, which
satisfy the set of equations (1) as well. The same symbols are used for the dimensionless
variables as for the dimensional ones.

The z axis along the nozzle is divided into a number N of cells of length Ax, in the
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center of which the variables are stored. The boundaries of the computational domain
coincide with the first and the last centers, that correspond to ¢ = 1 and + = N, respec-
tively.

3 A MODEL PRESSURE CORRECTION ALGORITHM

In this section, an energy-based SIMPLE-type pressure correction algorithm is de-
scribed. As we are interested in low Mach number flows computations, the AUSM™*-up
interpolation scheme is utilized*. It is combined with the pressure correction procedure
in an original manner, designed with the goal to introduce the mass flux-pressure link
through the explicitly given level of numerical dissipation contained in the AUSM™*-up
scheme exclusively®. But the choice of the interpolation scheme does not affect the generic
character of the proposed algorithm concerning the problem of its combination with a
nonreflecting treatment.

3.1 Methodology

From now on, the superscripts = and / denote respectively estimated and correction
quantities. First, we recall some technical aspects of the AUSM™-up scheme. We refer to
[4] for further details and explanations. The critical speed of sound is evaluated as

2(y — 1)H?
v+1
Then the interface speed of sound is
C?+1/2 = min{cj, 5:+1} (3)
where @)
cr
A VA 4
' max{c}, v} )

An estimated Mach number on cells 7 and 7 + 1 is defined as

k k
V; V;
* 7 * i+1
Mi - C* ’ Mi+1 - C* (5>
i+1/2 i+1/2

where, from now on, the superscript k& denotes a known iteration level, such that £ = n
at the first estimation-correction sequence. An estimated mean local Mach number is

~—x (vF)? + (vf,)?
Mi = - * . (6)
e \/ 2<Ci+1/2)2

, is defined by

A reference Mach number Mg Yy

——x

( 5,i+1/2)2 = min{1, maX{(Mi+1/2)27 Mago}} (7)

4
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where Ma,, is a cut-off Mach number such that: Ma, = O(May,). A scaling function
suggested in Ref. [4] is

fc( (;i+1/2) = M(;:i+1/2(2 - M(;:i+1/2) (8)

This scaling function is a simplification of the one given in Ref. [2]. In this reference,
the scaling function was used to define a preconditioned Mach number by introducing a
preconditioned speed of sound. In the present approach, we do not use a preconditioned
Mach number for the face velocity. We only use the scaling function to ensure the proper
asymptotic behaviour of the pressure dissipation term in the face mass flux, as described
below.

Now, we introduce the following functions utilized in the interpolations,

1
M (M) = (M £ |M)) (9)
1 1
M (M) = iZ(M + |M|)?* £ g(M2 —1)? (10)
Pg)(M) = M, (M)/M (11)
1 3
Py (M) = (M £1)*(2F M) & £(5(f(Mo))* = )M(M? — 1)* (12)
Then,
+
M(4)(M) , M| <1
and .
P (M M| >1
P(5)(M) , M| <1
The estimated interface Mach number is defined as
_ K . o = Pk
fije = ME(M) + M™(M}y) = s max{1 — (M )%0,0} S 5——5 (15)
+1/2 +1 fC(MO,i+1/2) +1/2 0 (Ci+1/2)2

where K, and o are two constants.
The estimated mass flux and velocity at the interface are given by the AUSM™-up

scheme,
*

(QU):+1/2 = C:+1/2 M¢*+1/2 9; (16)
and
Uz‘*+1/2 = C;‘K+1/2 Mz‘*+1/2 (17)

Accordingly, the mass flux correction is also expressed as
(QU>§+1/2 = C;+1/2 Mil+1/2 0; (18)

5
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h
o ro —Lmax{l (M, 5)%0,0} P — P (19)
i+1/2 fC(MS:i+1/2) i+1/2 ) Q:(C;+1/2)2

To compute the pressure correction p/, a key role is assigned to the energy equation.
For an Euler-implicit discretization, it reads as

n n T n n
(0E);™! — (eB)} + T {(QUH)Z'.:_11/QSZ'+1/2 - (QUH)i_Jrll/gSi—m} =0 (20)

where 7 is formally defined as At/Az. The total energy is expanded as
(0E); ™ = (0B); + (9p(0e))i 1} (21)
In the case of a perfect gas,
(Op(0e))i = — (22)
The flux term is expanded as
(QUH)?J:_ll/Z = (QH):U:—&-l/Q + Hz‘*(Q’U);-&-l/Q + (QH);+1/2U¢*+1/2 (23)

where the convected quantity (0H)j,, , is upwinded as (oH);.
Now, each term of the previous expansion has to be related to pressure corrections.
The interface total enthalpy correction is

~
(QH>§+1/2 = (QE);+1/2 +p;+1/2 = mpéﬂm (24)

where the interface pressure correction is defined as
P;+1/2 = 73+(Mz‘*)p;‘ + P_(M;H)p;ﬂ (25)

while the following interpolation formula stands for the interface pressure,

Pir1j2 = PT(M;)pi + P~ (Mit1)pin
— K,PH(M)P~ (M;11)(0: + 0i+1) (fe(Moit1/2)Civ1/2) (Vi1 — v;)  (26)

where K, is a positive constant.
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Thus, the energy equation (20) becomes

1
E) 4+ — B\
(Q)Jr7 1pz (0E);

T * _* * * * *
+ g[(QH)iCi+1/2Mz'+1/2Sz‘+1/2 - (QH)Z'—1Ci—1/2Mi—1/2Si—1/2]

+ {[7 (P (M )p; + P~ (M )Pi1) i1 oM 2

K - -
— Hf P max{1 — (M, )5)%0, O}M]Sﬁl/z

e (MSZH/Q) Cit1/2
- [’Y (P+( )pz L+ P (M])p z) ?—1/2Mz‘*—1/2
K, —
— iy w1l = (VL )%, 0yt
(Mg, 1/2 Ci_1/2

Si—12} =0 (27)

Finally, as in every algorithm which belongs to the SIMPLE family, a relationship
between momentum correction and pressure correction has to be constructed. First, the

momentum estimation is given by the first-order upwinded equation,

n T
(ov); = (ov);' — S ((Qv)fvf+1/25i+l/2 - (QU):—1U5—1/251'71/2) - T(p?+1/2 - p§—1/2) (28)

1

Substracting Eq. (28) from the upwinded Euler-implicit discretization of the momentum

equation,
n n T n n n n
(QU) = (Q'U)l S [(QU) +1 z—:rl/QSH'l/2 (Q'U)l +11/07, +11/2‘SvZ 1/2]
- T(p?jfp
one has

T n n *
(ov); = S < 1(ov); Ty 1:11/2 - (Qv)ivf+l/2]5i+l/2

[(Qv)nH zk 1/2 (QU):—Wf—l/z]Sifl/?} - T(p;+1/2

Neglecting products of corrections,

(ov)i*to ?:11/2 (ov); zk+1/2 + (V)i Vig1y2 + (Qv)gvfﬂ/z
we obtain
-
(ov); = =5 l(ov)ivf,y 9Siv1y2 — (00)i_10F 1 j2Si—1/2]

S;
-
- g[(gv):v;—&—l/QSiJrl/? - (Qv):—lv;—l/QSifl/Z] - 7'(1024r1/2

As an extreme simplification of (32), we take here

(ov); = _T(p;+1/2 - P;'—l/2)

)

- p;—1/2) (30)

(31)

- p;—1/2) (32)

(33)
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3.2 Algorithm

The estimation-correction loop takes the following form:
o Initializations: ¢f, v}, p{ and then, v}, , from Eqs. (2) to (17), and p, , , given by Eq.
(26).
e Estimation step (first iteration: k = n)

Estimation of the density:

i+1/2

W T
0 =0} — g (vafﬂ/gsm/z - 93_105_1/251'71/2) (34)

Estimation of the momentum: Eq. (28)

Estimated mass flux: Eq. (16)

Estimated interface velocity:

N (0v)is /2 . . -
Vit = — 5 (upwinded value for the convective quantity of,;,)  (35)
9;

Estimated total energy and total enthalpy:

(oE)r = f)/pi . + %(gv) (Qv*) (case of a perfect gas) (36)
(eH); = (eE); + i (37)

e Correction step
Solution of Eq. (27), rewritten as

Aiapi_q + A + Ai+1p2+1 =2 (38)
where
Ay = =g o max{1 = (Ty0)°0,0)
Je(Mg, 1/2) Ci—1/2
+ %Cil/Q 1/273 (M;1)]Si—1/2 (39)
A1 = 3, [H*f (M}§j+1/2) max{1l — (M;rl/g)Qg, O}ﬁu2

g
_’y 1 z+1/2 z+1/273( z+1)]Si+1/2 (40)
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1 T K —% 1
A= ——+ AH ——max{l — (M} ,)°0,0}——
Y= 1 Sz fc(M07i+1/2) e ci+1/2
")/ * * *
+ mcz'+1/2Mz‘+1/2P+(Mi )]Si+1/2
K — 1
+ [Hi*—1+ max{1l — (M,_, 2)20, 0} "
fC<M0,171/2) / Cim1/2
’y * * — *
- ﬁci—lﬂMz‘—l/QP (M{)]Si—12} (41)
and

Y = —{(0E); — (0E)} + < [(0H); ¢} 11 /oMy 12 Sis1/2
_(QH):—l02—1/2M;—1/2‘S’i*1/2]} (42)

|~

7

e Updates
pitt =i o (43)
=g (44)
(0v0)i™ = (ov)} + (ov); (45)
where (gv); is given by Eq. (33)
k1 k41
Di 1 (ov);
(0B)* = "] + é(gv)fH ) (46)
pfjll/Q is evaluated by Eq. (26)
cfjllﬂ is evaluated using Egs. (2)-(3)-(4)
Mi]f:“ll/Q is evaluated using Egs. (15)-(19)
(Qv)ﬁf/g = Cﬁ11/2 Mﬁﬂl/z ot (47)
(Qv)fj-rll 2
Uf:ll/Z = 91;4-1/ (48)

4 A LOW MACH STRATEGY FOR NONREFLECTING BOUNDARY CON-
DITIONS IN THE MODEL ALGORITHM

First, we recall a few elements of the characteristic analysis of the Euler equations.
Then, the combination of the pressure correction method with the characteristic based
nonreflecting treatment is described in detail.
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4.1 Wave propagation: basic aspects

First, it is common to derive the following characteristic relations from the set (1) of
equations (see Thompson'?),

d d.S d

dv—Q—‘Z:cvdtS on F1id—:§:U—C (49a)
1 dx

do — C—2dp =0 on Iy : ikl (49b)
d d.S d

dvo+ L = _cv dt on I : & vte (49c¢)
oc S dt

In the previous relations, the characteristic variables Wi, W5 and W3 appear such that

Wi dv — % 1
d dacS
d| Wy | =] doe—F | =cvdt S 0 (50)
Ws dv + % —1
Then, let us set
1
Ly =(v—10c)(0v— —0p) (51a)
oc
1
1
L3 = (v+c)(0v+ @@Ep) (51c)

which verify the so-called LODI (for Laminar One Dimensional and Inviscid) equations,

4,9

Do+ 2%(53 — L)+ Ly = —ovs (52a)
1

815?) + §(£1 + ﬁg) =0 (52b)

o+ E(Ls — £2) = 0?2 (520)

It is worthwhile to note the following gradient expression,

é?xv:l( Lo L ) (53)

2\v—c v+ec

10
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4.2 Characteristic based boundary treatment

Now, let 0 and L be the inlet and outlet coordinates of the nozzle. When the outflow is
subsonic, only the first characteristic variable can be subject to a nonreflecting boundary
condition,

atW1|1‘:L =0 (54>

or equivalently, in spatial form,

d,S
Lil,_; = <cv 5 )

For sake of simplicity, we consider a nozzle with a constant section at the inlet and
at the outlet, so that the right hand side of Eq. (55) is zero. As usual, since the flow is
supposed to be subsonic, values of the density and the velocity are imposed at the inlet,
while a target value is given at the outlet for the pressure. Since

(55)

r=L

2

the rate of change of the characteristic variable W; can not be set to zero at the outlet,
because this could lead to an ill-posed problem when the pressure is imposed at this
point. More precisely, for a fixed outlet pressure, the perfectly nonreflecting condition
would require setting the outgoing acoustic wave to zero, where this wave should be
estimated from the interior of the computational domain. Following Poinsot and Lele?, a
relaxation of the nonreflecting outlet condition can then be considered,

L,=K (pt —p) (57)

where p! and p are respectively the target and the current value of the pressure at the
outlet. The relaxation coefficient K is related to a cut-off pressure frequency (see Selle
et al.''). Since only high frequencies are concerned by the nonreflective treatment, re-
flection of acoustic fluctuations can be avoided while maintaining a given value for the
mean pressure associated with low frequencies. Practically, following Ref. [11], where a
frequency analysis in a duct is proposed, we take

K = (1 Mg,/ (eL) (58)
Here M. is the maximum of the Mach number in the computational domain. For ex-
ample, M.x = Minoat in the case of a subsonic nozzle with a variable section. With £,
given by Eq. (57) and with £, and L3 estimated from the interior points of the com-
putational domain, density, velocity and pressure are advanced in time on the boundary
x = L, according to the set of equations (52).

11
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4.3 Coupling of the LODI system and the model algorithm

We describe now the connection between the nonreflective treatment at the outlet and
the pressure correction algorithm that we consider. Denoting by the superscript “nr”
the nonreflecting values obtained by the procedure previously described, the following
relations are used,

on = on (59)
(ov)§ = oNvN (60)
Py =DPN — PN (61)
For the momentum correction, we use Eq. (49a), or else, Eqgs. (53) and (55),
1
Oy = —0, 62
v= O (62)
which lead to (o)t
OU)N— 1 nr
(o) = = oM + e (0% — ) (63)
ON—1 ON CN
where
1PN
chit = - ﬁ (64)
On

Now considering the subsonic inflow, £; can be estimated from the interior points. As
Oyv and 0y are known, only the pressure has to be calculated at the next time step. This
can easily be done from Eqs. (52b) and (52¢). Because values of density and velocity at
the inlet - denoted by i, and vy, - are prescribed, the inlet momentum is not corrected.
Thus, the following relations are used,

01 = O (65)

(0v)] = OV (66)

(ov); =0 (67)
and for the pressure correction,

Py =p" —pY (68)

5 NUMERICAL EXPERIMENTS

Two cases are considered in this section. The first one, concerning a wave packet
propagation, allows to check the nonreflecting property that we claimed. The second one,
by considering a steady flow in a nozzle with a variable section, was chosen to compare
the convergence rates and the time step limitations for the nonreflecting treatment and a
classical set of absorbing boundary conditions. Practically, we take

_ CFL,

Umax

where CFL, is chosen and vy, is the maximal velocity in the computational domain.

T

12
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5.1 Acoustic wave packet propagation

An acoustic wave packet is generated through an initial acoustic gaussian perturbation
superimposed onto a mean flow, with a constant density gg, velocity vy and pressure py,
in a one meter long nozzle with a constant section. Thus, p = pg + dp, where at t = 0,

(x —m)?
op=A _
By taking
) 1)
0o &)

we obtain a wave packet that travels towards the outlet of the nozzle. The dimensional
numerical settings for the wave generation are given in Table 1. The other parameters for
the computation are given in Table 2.

A (Pa) | s (m) | m (m) | po (Pa) | vo (m/s) | oo (kg /m’) | N
1000 | 2 50 | 101 300 | 0.3089 1.2046 | 100

Table 1: Settings for the acoustic wave packet generation

First, one observes in Figs. 1 to 3 the amplitude decrease and the phase distorsion of
the wave. These reveal the dissipative and dispersive features of the scheme described in
Sec. 3.

CFL, M, K, | K, |o
3x1077 [ 9x107* 1073 [107* |1

Table 2: Settings for the acoustic wave packet propagation

Focusing on the outlet nonreflecting treatment, we verify that the wave packet leaves
the computational domain. However, the evacuation of the wave is not complete. From
the numerous computations that we done, not shown here, it appears that the residual
highly depends on the calibration of the relaxation coefficient K (see Eq. (58)). Let us
recall that in the present paper, the calibration adopted is the one suggested in the Ref.
[11].

5.2 Low Mach number steady flow

Here, our purpose is to examine, (1) to what extent the nonreflecting boundary treat-
ment does affect the time step limitation, which is an important argument for using the
semi-implicit algorithms; (2) the comparison between nonreflecting and absorbing bound-
ary conditions with regard to the numerical precision. A steady flow in a nozzle with a

13
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Density perturbation propagation

0.0018
0.0016 | t=6
00014 | t=17
0.0012 | 1
0.001 | 1
0.0008 | 1
0.0006 |
0.0004 | 1

density perturbation (kg/m3)

0.0002 b

-0.0002 ‘ ‘ ‘ ‘
0 0.2 0.4 0.6 0.8 1

axis coor dinate of the nozzle (m)

Figure 1: Density perturbation distribution along the nozzle - t = 1076,6 x 107%,1.1x 1072 and 1.7 x 103

Velocity perturbation propagation
0.8

1
0.75 t=6 1
1
0.7 | t=1.7 1
0.65 b

06 | b
0.55 | b
05
045 r b

velocity (m/s)

04 b

0.35 | b

0.3 e Soovoreuiiind
0O 01 02 03 04 05 06 07 08 09 1
axis coor dinate of the nozzle (m)

Figure 2: Velocity perturbation distribution along the nozzle - t = 1076, 6 x107%,1.1x1073 and 1.7x 103

14



Y. Moguen, T. Kousksou, E. Dick and P. Bruel

Pressur e perturbation propagation

200 ‘ :
t=10-6 —+—
=6 10-4 ——
1.110-3 —»—
= 150 - t=1.710-3 —— 7
2
c
9
® 100 - .
o
3
g
© 50 R
8 0 o
_50 Il Il Il Il Il Il Il Il Il

0 01 02 03 04 05 06 07 08 09 1
axis coor dinate of the nozzle (m)

Figure 3: Pressure perturbation distribution along the nozzle-t = 1076,6x107%,1.1x1073 and 1.7x1073

variable section, given by

0.1, 0<z<2/28
11\ 2 11\ 4
S(z)={ 0.1 {0.9 +0.1 [2 (“f) - (””*f) ] } . 2/28 < @ < 20/28
28 28
0.1, 20/28 <z <1

is considered. The other settings are given in Table 3. The maximum allowable acoustic
CFL number is determined numerically as CFL,;. ~ 2. The numerical results, when we
use the pressure correction method in combination with the characteristic based nonre-
flecting boundary conditions (refered as 'PC & CBNR’ in the labels of the figures), are
very close to the analytical ones (see Figs. 4 and 5).

Mthroat Kp Kv g N
0.04 [45x1072[107*| 1] 100

Table 3: Settings for the low Mach number steady flow with nonreflecting boundary treatment

Incidentally, the capability of the algorithm described in Sec. 3 to overcome the checker-
board decoupling that can arise in low Mach number computations is checked.
A comparison between the nonreflecting treatment and absorbing boundary conditions,
such that
aacp|x:0 =0 ) 8xv|a::L =0 (69)

15
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Figure 4: Pressure distribution along the nozzle - CFL, ;. ~ 2
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Figure 5: Mach number along the nozzle - CFL, ;. ~ 2
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is given in Figs. 6 to 8. Note that the dissipation coefficient K, had to be increased to 1.5
for the computation with the absorbing boundary conditions (69). When comparing the
residuals of the mass, momentum and energy equations, one observes that the residuals
are smaller at every time step when using the nonreflecting treatment. This is also true
for the other computations we made, not shown in the present paper.

Mass equation

absorbihg —
CBNR —— |

0.01

0.0001

1e-06

1e-08

le-10

residual (log. scale)

le-12

le-14

1e_ 16 Il Il Il Il
1 10 100 1000 10000 100000

time step (log. scale)

Figure 6: Residuals of the mass equation with absorbing and nonreflecting boundary conditions -
CFLyge ~2

From numerous computations not shown in this paper, it appears that the choice of the
boundary treatment does affect the time step limitation, which is stronger when using the
absorbing boundary conditions (69) than for the nonreflecting approach described in the
previous section. However, since this later approach allows an acoustic CFL larger than
unity, its combination with semi-implicit algorithms is of interest. Moreover, in this case
the residuals are smaller than the ones obtained with the absorbing boundary conditions
at almost every time step. Thus, we can consider that the numerical precision is better
with the nonreflecting treatment. Note however that the first and last nodes of the mesh
were excluded in the residuals computations presented in Figs. 6 to 8, since they coincide
with the boundary of the computational domain according to our discretization (see Sec.
2). Therefore, no flux is defined at one side of the first and last cells.

The nonreflecting values pi*, oW, v and pi (see paragraph 4.3) are calculated at the
beginning of each time step. Focusing on the first one, one observes in Figs. 6 to 8 that
their integration into the pressure correction algorithm allows to improve the precision
from the very first time loop.
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Momentum equation
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Figure 7: Residuals of the momentum equation with absorbing and nonreflecting boundary conditions -
CFLU+C ~ 2

Finally returning to the discussion on the time step limitation, one observes that the
maximal allowable acoustic CFL that we obtained (CFL, . ~ 2) is lower than the one of
Wall et al.'* (CFL,,. = 40). Let us note however that these authors used low dissipative
interpolation schemes, for which numerical difficulties such as the checkerboard decoupling
could occur for Mach number lower than 0.04.

6 CONCLUSION

A characteristic based nonreflecting treatment is found to be not straightforward for
SIMPLE-type algorithms employed for the governing equations of compressible flows.
This is due to the time staggered updating of the physical variables. Accordingly, the
nonreflecting values, which are calculated at the beginning of each time loop from the
LODI equations, are applied in the pressure correction scheme in a carefully chosen se-
quential order.

The capability of the suggested methodology for coupling the LODI system and a
SIMPLE-type model algorithm was illustrated for two generic test cases. The results
proved to be quite encouraging and it seems possible to apply this technique to com-
plex boundary conditions while preserving some advantages of the classical absorbing
treatment.
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Energy equation
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Figure 8: Residuals of the energy equation with absorbing and nonreflecting boundary conditions -
CFLU+C ~ 2
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