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Abstract. We present a multilevel method which is based on a central-upwind fi-
nite volume deiscretization and uses new incremental unknowns which enable to preserve
the numerical conservation of the scheme. The method is applied to the nonviscid two-
dimensional shallow-water equations, it is tested and analyzed on two and three levels
of discretization on different test cases and turns out to furnish a good solution of the
problems while saving CPU time.

1 Introduction

A class of multilevel methods, called Incremental Unknowns methods was introduced
to improve calculation speed in the simulation of complex physical phenomena while
maintaining an accurate solution of the problems. They were originally developed for the
study of turbulent flows ([11], [12], [13], [24], [25]) but can be of interest as well in other
types of problems encompassing many different scales.
In this lecture partly based on the article [1] we are concerned with the solution of the
two dimensional nonlinear shallow-water equations by a multilevel method using finite
volume discretization. This work is intended at exploring the implementation of such
methods for this system. Incremental unknowns were introduced in the context of finite
differences in [24] for the approximation of inertial manifolds. For references on parabolic
or elliptic problems treated with multilevel methods in the context of finite differences or
finite elements see [5]-[8], [25], in the context of pseudo-spectral methods or wavelets, see
[9]-[13]. The implementation of finite volume multilevel schemes for the solution of the
Burgers equations with a diffusive term was made in [15]. The general principle is to split
the unknowns in two (or more) terms: a ”large-scale” component Y and one (or several)
”small-scale” component(s) Z and to treat differently Y and Z. The decomposition of the
unknowns that we employ in this article is purely algebraic but it enables to preserve the
numerical conservation of the scheme. The decomposition of the variables is here done
globally but it can be done locally in certain parts of the domain only, based on physical
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motivations (or on information on the flow).

The shallow-water equations describe the propagation of surface waves of long wavelength
and of relatively large amplitude, which give rise to strongly nonlinear flows. Multilevel
methods for the shallow-water equations supplemented with a hyper-dissipative operator
were studied in [13] in the context of spectral methods for the simulation of turbulence.
Our study covers a general framework but we are particularly interested in the modeling
of oceanic or atmospheric flows in the presence of mild turbulence. Therefore, unlike some
other situations of physical interest (like e.g. the breakdown of a dam), the height is not
meant to vanish, as in e.g. [2], [3]. From this perspective we present simulations based on
initial conditions taken from [13]. Our multilevel method allows to resolve accurately the
problems studied while reducing the CPU time and preserving the numerical conservation
of the scheme.

For the spatial finite volume discretization, the hyperbolic nature of the system requires
that we consider schemes that are well adapted to such problems. Recently, several finite
volume schemes have been developed for the simulation of the shallow-water equations
([2], [3], [17], [21]) in order to study some particular properties (e.g. preservation of steady
states, positivity of the height of the water). Here we apply a multilevel method built
on central-upwind type schemes which were constructed to solve numerically nonlinear
conservation laws, [19]-[21]. These Godunov-type schemes are based on exact evolution
and averaging over Riemann fans and do not need the use of Riemann solvers and char-
acteristic decomposition, which render them simple and efficient; moreover they can be
reduced to a very simple semi-discrete form. More particularly we will work with the
schemes presented in [20], [21]: they are based on the one-sided local speeds of propa-
gation and constitute less dissipative generalizations of the semi-discrete central-upwind
schemes; they also allow to work on non staggered grids. However any finite volume
scheme which can be written in a semi-discrete form can be used as well , provided that
it is adapted to the hyperbolic nature of the system. Our method has been tested with
central leap frog fluxes and the results were not satisfactory. For the time discretization
we need to use a TVD method which preserves the spatial accuracy: in the simulations we
employ a Runge Kutta method of order two or four. As stated above and as explained in
more details below, our multilevel method is based on a different treatment of the large-
scale and the small-scale components of the flow, the small-scale components being small
in magnitude. For instances small-scale component of the variables can be determined
through a simple time scheme; in our experimentations we chose to freeze them. For the
reader not familiar with these schemes and the puzzling terminology “central-upwind”,
see [1] and the references therein.
We conclude our presentation by showing some numerical simulations for the Equatorial
Rossby soliton using our multilevel algorithm (more simulations are described in [1] and
will be presented in the oral communication). In fact we present two versions of the
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simulations for the Equatorial Rossby soliton; the first one exactly as in the standard
description of this test problem - see below - uses a Dirichlet boundary condition at the
boundary of the domain. This is acceptable as long as the soliton does not reach the
boundary, but when the soliton reaches the boundary it is reflected in a non physically
realistic way as shown in our calculations (see Figure 12). So we also implemented our
method for the Equatorial Rossby soliton, using a nonlinear boundary condition inspired
by some theoretical work in progress, [23], [4]). This boundary condition appears to be
transparent (non reflective at the boundary), and this shows very clearly in our numerical
simulations (see Figure 13).

2 Presentation of the problem

We are interested in implementing a finite volume multilevel scheme for the discretiza-
tion of the nonlinear two-dimensional shallow-water system on a rectangular domain
M = (0, Lx) × (0, Ly), with periodic or Dirichlet boundary condition; see Figure 1. This

z

h(t, x, y)

z = 0 (x, y)

−→g

Figure 1: Vertical section of the domain

system is the following:
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




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










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∂h
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∂uh

∂x
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∂vh

∂y
= Sh,

∂uh

∂t
+

∂hu2

∂x
+

∂huv

∂y
+

g

2

∂h2

∂x
= SU ,

∂vh

∂t
+

∂huv

∂x
+

∂hv2

∂y
+

g

2

∂h2

∂y
= SV .

(1)

Here h is the fluid depth above the bottom which is supposed flat, u and v are the x
and y components of the velocity, and g denotes the gravity constant; S = (Sh, SU , SV )t

represents a source term which usually vanishes but is introduced here at no cost for
“mathematical” generality. All quantities are non dimensional. We will write U = uh
and V = vh and:

3



First A. Author, Second B. Author and Third Coauthor

Q =
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U
V
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

U
U2

h
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UV
h
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

V
UV
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h
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which allows us to write the system in the conservative form





























∂h

∂t
+ ∇.(U, V ) = Sh,

∂U

∂t
+ ∇.(uU, uV ) +

g

2
∇x(h

2) = SU ,

∂V

∂t
+ ∇.(vU, vV ) +

g

2
∇y(h

2) = SV ,

(2)

or equivalently:
∂Q

∂t
+

∂F (Q)

∂x
+

∂G(Q)

∂y
= S. (3)

The discretization of M is done using rectangular finite volumes Km = [xm/w, xm/e] ×
[ym/s, ym/n] of centers (xm, ym), see Figure 2 and of dimensions ∆x×∆y, with Nx∆x = Lx

and Ny∆y = Ly:

(xm, ym)

(xm/w, ym/s) (xm/e, ym/s)

(xm/w, ym/n) (xm/e, ym/n)Γm/n

Γm/s

Γm/eΓm/w

Figure 2: A cell Km

We use a NSWE (North-South-West-East) stencil which is presented in Figure 3 to
identify the unknowns.

The unknowns will be approximations of the cell averages:

Qm(t) =
1

∆x∆y

∫

Km

Q(t, x, y)dxdy,

where Qm(t) = (hm(t), Um(t), Vm(t))T and similarly for the source terms.
To derive the space discretized equations, we integrate the system (2) on each cell Km,

divide by its area ∆x∆y, and we obtain:
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Figure 3: The NSWE stencil

d

dt
Qm(t) = −

Hx
m/e(t) − Hx

w/m(t)

∆x
−

Hy
m/n(t) − Hy

s/m(t)

∆y
+ Sm(t), (4)

Sm representing the contribution of the source term.
Here Hx

m/e(t) and Hy
m/n(t) , for example, are respectively the east flux (along the x axis)

and the north flux (along the y axis) on the edges between Km and Ke, and between Km

and Kn, and similarly for the other terms (see Figure 2); for example:

Hx
m/e(t) =

1

∆x

∫

Γm/e

F (Q(t, x, y))dy.

These approximations of the fluxes depend on the method employed ; we will consider
central-upwind fluxes, which are made explicit in Section 3.3, see [18]-[21], but our mul-
tilevel method below can also be based on other fluxes.

3 Presentation of the multilevel method

The domain is discretized by two-levels of rectangular finite volume meshes: the fine
mesh F1 counts Nx × Ny control volumes of dimensions ∆x × ∆y, with Nx∆x = Lx,

Ny∆y = Ly; and the coarse mesh F2 has
NxNy

9
control volumes of dimensions 3∆x×3∆y.

Although all quantities are not used above and below we have, available on each coarse
cell M and each fine cell m, the average values hM , hm, of h. Here we use small letters for
the fine mesh and capital letters for the coarse mesh: we denote by Km a control volume
of the fine mesh and by KM a control volume of the coarse mesh (see Figure 4).
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Figure 4: The NSWE stencil with coarse and fine cells

3.1 Incremental unknowns

We define the incremental unknowns for the conservative variables of the shallow-water
system, that is the three components of Q. We split each of the unknowns in a large-scale
component Y and a small-scale component Z, which is meant to be frozen during a cer-
tain number of time steps. By large-scale and small-scale, we mean that Y contains the
major information on the solution and that Z represents a correcting term which is com-
paratively small, as explained in Lemma 3.1 below. For incremental unknowns defined by
spectral decompositions like Fourier or wavelets, see [5]-[13], [24]-[25].

Definition 3.1. Suppose that Q = (h, U, V )T is known on the fine mesh F1.
Then on the control volume KM , the large-scale component YM = (Yh,M , YU,M , YV,M)T and
the small-scale components Ze, Zw, Zn, Zs, Zne, Zse, Znw, Zsw are defined as follows
(see Figure 5):

YMQm

Qs

Qn Qne

Qe

QseQsw

Qw

Qnw ZneZnZnw

Zw Ze

Zs ZseZsw

+

Figure 5: The Finite Volume Incremental Unknowns
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YM =
1

9
(Qm + Qe + Qw + Qn + Qs + Qne + Qnw + Qse + Qsw),

Ze = Qe −
1

3
(YE + 2YM), Zw = Qw −

1

3
(YW + 2YM),

Zn = Qn −
1

3
(YN + 2YM), Zs = Qs −

1

3
(YS + 2YM),

Zne = Qne −
1

3
(YE + YM + YN), Zse = Qse −

1

3
(YS + YM + YE),

Znw = Qnw −
1

3
(YW + YM + YN), Zsw = Qsw −

1

3
(YS + YM + YW ),

(5)

Remark 3.1. The definition of the Z in (5) is at our disposal. We chose them so that
the Z are of order ∆x2 + ∆y2

Remark 3.2. It is important to observe that this definition of the incremental unknowns
is recursive: once the Y and Z corresponding to the second level coarse grid have been
calculated, we can split Y by the same means to find the Y and Z corresponding to a
finer level of discretization, that is to say the Y of the second level play then the role of
large-scale variable for the third level.

�

3.2 The multilevel scheme

3.2.1 Scheme on the coarse grid

We split each component of Q = (h, U, V )T into its large-scale component Y =
(Yh, YU , YV )T and its small-scale component (Zh, ZU , ZV )T . To obtain the scheme on the
coarse grid of level 2, we write (4) on each fine cell Km, Ke, Kw, Kn, Ks, Kne, Kse, Knw, Ksw

of the coarse cell KM (see Figure 4), and we take the mean value by summing all these
equations and dividing by 9. This results in:

d

dt
YM(t) =

1

9∆x

[

Hx
m/w − Hx

m/e + Hx
n/nw − Hx

n/ne + Hx
s/sw − Hx

s/se

+ Hx
We/w − Hx

m/w + Hx
nw/Wne − Hx

nw/n + Hx
sw/Wse − Hx

sw/s

+ Hx
n/ne − Hx

Enw/ne + Hx
m/e − Hx

e/Ew − Hx
se/Esw + Hx

s/se

]

+
1

9∆y

[

Hy
m/n − Hy

n/Ns + Hy
s/m − Hy

n/m + Hy
s/Sn − Hy

s/m

+ Hy
ne/e − Hy

ne/Nse + Hy
e/se − Hy

ne/e + Hy
se/Snw − Hy

se/e

+ Hy
nw/w − Hy

nw/Nsw + Hy
sw/w − Hy

w/nw + Hy
sw/Sne − Hy

sw/w

]

+ SM(t),

(6)
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with :

SM(t) =
1

9
(Snw(t) + Sn(t) + Sne(t) + Sw(t)+

Sn(t) + Se(t) + Ssw(t) + Ss(t) + Sse(t)).
(7)

Also in (6) the definition of the fluxes such as Hx
m/w, Hx

m/nw is obvious and the less

obvious fluxes such as Hx
We/w etc, relate to the edges shown in Figure 6. Equation (6)

gives after simplifications the following semi-discrete scheme to be applied on the coarse
grid of level 2:

d

dt
YM(t) =

1

9∆x

[

(Hx
nw/Wne + Hx

We/w + Hx
sw/Wse) − (Hx

Enw/ne + Hx
e/Ew

+ Hx
se/Esw)

]

+
1

9∆y

[

(Hy
sw/Sne + Hy

s/Sn + Hy
se/Snw) − (Hy

nw/Nsw

+ Hy
n/Ns + Hy

ne/Nse)
]

+ SM(t).

(8)

Remark 3.3. Note that formula (8) corresponds just to the averaging of equations (4)
on the 9 cells corresponding to the coarse cell M. Of course this process is completely
recursive and can be repeated for simulations on three or more levels of grids.

We can now conceive different numerical schemes depending on the definition (choice) of
the fluxes and the solution on the coarse level can be done locally in certain parts of the
domain. We ought also to choose the time discretization for dYM/dt. Concerning the
spatial discretization we chose to freeze the Z components during the iterations on the
coarse grid, while the large-scale components Y are computed through this scheme.

3.2.2 Multilevel algorithm

The small-scale components Z have an important effect on the size of the error. To
explain this, let us describe the multilevel algorithm in details.
For a general multilevel situation, let us fix the number Nmax of levels of grids on which
we are going to compute. From t = 0 until the final time T , we repeat Nit/L times
(where Nit is the total number of iterations) the cycle n1n2...nL where for 1 ≤ i ≤ L, ni

stands for an iteration on the level ni, 1 ≤ ni ≤ Nmax. For example for a simulation on
two-levels, as considered here we chose to repeat cycles of the form: 111122221111, where
1 corresponds to the fine grid and 2 to the coarse one. Therefore at the nth iteration, we
compute :

• At level 1 we work on the fine mesh F1 and compute Qn+1 with the classical scheme
(described in our case in (10) and (11) below).
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• At level 2

– we calculate explicitly the fluxes needed by the scheme (8),

– we split Qn into its large-scale Y n and small-scale Zn components,

– we compute Y n+1 with (8),

– we recompose Qn+1 from Y n+1 and Zn.

We freeze the small-scale components Z during each iteration at level 2. This induces an
error on Z of the order ∆t × magnitude of Z = ∆t(∆x2 + ∆y2). This error committed
in freezing Z is, and this adds up to the classical error; this time variation thus needs to
be controlled during the simulations.

3.2.3 Gain of CPU time

It is important to notice that implementing the scheme on the coarse grid requires to
calculate the fluxes on the fine grid only on the exterior edges of the coarse cell, as
indicated in Figure 6.
When implementing such schemes in the context of shallow-water equations, the most

nw nen

w m e

ssw se

Hy
nw/Nsw Hy

n/Ns
Hy

ne/Nse

Hy
sw/Sne Hy

s/Sn
Hy

se/Snw

Hx
nw/Wne

Hx
We/w

Hx
sw/Wse

Hx
e/Ew

Hx
Enw/ne

Hx
se/Esw

Figure 6: Fluxes needed for an iteration of the scheme on the coarse grid to calculate yn+1 on KM

time consuming step during one iteration is the calculation of the fluxes; therefore the
multilevel method is expected to reduce significantly the CPU time.
Indeed, if we implement the classical finite volume scheme using only on one-level namely
the fine mesh F1 which has Nx ×Ny control volumes, for each time iteration, we need to
calculate the fluxes on 2NxNy + Nx + Ny edges.
Now with the multilevel method implemented on two-levels of grids M1 and M2, during
an iteration on the coarse grid, the fluxes need to be evaluated on 2NxNy/3 + Nx + Ny

edges. This means that for this iteration, we gain G computations of fluxes, where

G =
4NxNy

3
.
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In the particular case of a square mesh (that we will consider in the numerical experi-
ments),

G = 4N2
x/3,

and this corresponds to a computational saving of

(

100 ×
2

3

Nx

Nx + 1

)

%.

For example if we work on two-levels with two grids of 300 × 300 and 100 × 100, this
means a gain of 66.4% for each iteration on the coarse grid. We notice that the maximum
gain in percentage that we can expect is less than 66.66%, and that when the number of
cells of the fine mesh (Nx × Ny) increases, the gain gets closer to this maximal value.

The behavior of the multilevel method then depends on the number of iterations performed
on the coarse level: as this number increases, the CPU-time decreases, whereas the error
increases. Nevertheless, in order to be sure that we obtain a good approximation of the
solution, we need to check that the error when using the multilevel method ranges between
the error made when calculating on the fine level and that made when calculating on the
coarse level. This will ensure that the multilevel method enables us to get a better solution
than when calculating on the coarse level, while being faster than the classical one-level
method on the fine grid. We have to make a compromise between these two aspects. In
our case we obtained a gain of 15.6% of CPU time for a given accuracy.

3.3 The multilevel method with central-upwind schemes

The space discretization is done using a semi-discrete central-upwind scheme (as in
[20], [21]); we describe here in detail the expression of these central-upwind fluxes. These
types of schemes have the advantage of being perfectly adapted to the discretization of
hyperbolic systems of conservation laws due to their upwind nature while being robust
and simple since they do not require to solve any Riemann problem; moreover they are
non staggered schemes. The starting point of the construction of this type of schemes
is the equivalent integral formulation of the system. They are based on integration over
Riemann fans using the one-sided local speeds of propagation.

Recall that the semi-discrete form of the scheme reads:

d

dt
Qm(t) = −

Hx
m/e(t) − Hx

w/m(t)

∆x
−

Hy
m/n(t) − Hy

s/m(t)

∆y
+ Sm(t). (9)

Equations (9) is exact. The approximation procedure starts with the approximation def-
initions of the fluxes that we choose. We first use a second order version following [20],
[21], and the corresponding numerical fluxes are:
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Hx
m/e

∼=
a+

m/eF (QE
m) − a−

m/eF (QW
e )

a+
m/e − a−

m/e

+
a+

m/ea
−

m/e(Q
W
e − QE

m)

a+
m/e − a−

m/e

(10)

and

Hy
m/n

∼=
b+
m/nG(QN

m) − b−m/nG(QS
n)

b+
m/n − b−m/n

+
b+
m/nb−m/n(QS

n − QN
m)

b+
m/n − b−m/n

. (11)

With F,G as in (3), we use a non-oscillatory linear polynomial reconstruction to evaluate
the following point values which are present in (10), (11):

QE
m = pm(t, xm/e, ym), QW

m = pm(t, xm/w, ym),

QN
m = pm(t, xm, ym/n), QS

m = pm(t, xm, ym/s).

where pm(t, xm, ym) = Qm(t) + sx
m(t)(x − xm) + sy

m(t)(y − ym).
We use a piecewise linear reconstruction in order to obtain a second order scheme. The
order of the scheme also relates to the order of the quadrature formula used to approximate
the flux integrals coming from the integral formulation.
The slopes of this linear approximation are calculated using a minmod limiter:

sx
m(t) = minmod(θ

Qm(t) − Qw(t)

∆x
;
Qe(t) − Qw(t)

2∆x
; θ

Qe(t) − Qm(t)

∆x
),

sy
m(t) = minmod(θ

Qm(t) − Qs(t)

∆y
;
Qn(t) − Qs(t)

2∆y
; θ

Qn(t) − Qm(t)

∆y
),

(12)

with

minmod(x1, x2, ..) :=







min(xi), if xi > 0 ∀i
max(xi), if xi < 0 ∀i
0, otherwise.

where θ ∈ [1, 2].
An appropriate choice of these approximate derivatives is crucial to ensure that the above
reconstruction is non oscillatory in the sense of preventing appearance of new extrema in
the solution; it can be shown that with such approximate derivatives the scheme satisfies
the scalar total-variation-diminishing (TVD) property (see [18], [20]). The parameter
θ ∈ [1, 2] has to be chosen in an empirical optimal way in order to obtain good results.
The one-sided local speeds of propagation are given by:

a+
m/e = max[λmax(

∂F

∂Q
(QW

e )), λmax(
∂F

∂Q
(QE

m)), 0],

a−

m/e = min[λmin(
∂F

∂Q
(QW

e )), λmin(
∂F

∂Q
(QE

m)), 0],

b+
m/n = max[λmax(

∂G

∂Q
(QS

n)), λmax(
∂G

∂Q
(QN

m)), 0],

b−m/n = min[λmin(
∂G

∂Q
(QS

n)), λmin(
∂G

∂Q
(QN

m)), 0],

(13)
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where λmax(
∂F

∂Q
(Q̃)) and λmin(

∂F

∂Q
(Q̃)) ( resp. λmax(

∂G

∂Q
(Q̃)) and λmin(

∂G

∂Q
(W̃ ))) are re-

spectively the largest and the smallest eigenvalue of the Jacobian matrix of F ,
∂F

∂Q
(resp.

of G,
∂G

∂Q
) at the point Q̃.

For the time discretization, we use a second order Runge-Kutta (or Heun) and fourth
order Runge-Kutta method. Let T > 0 be fixed, denote the time step by ∆t = T/Nit,
where Nit is an integer representing the total number of time iterations; for n = 0, .., Nit

we define Qn as the approximate value of Q at time tn = n∆t.

4 Numerical simulations

4.1 The Equatorial Rossby Soliton

We tested our multilevel method on the classical Equatorial Rossby soliton,
(see http://marine.rutgers.edu/po/tests/rossby/index.html). The equations are slightly
different as we have to add the Coriolis force and there is no more source term. Fur-
thermore we now consider the Dirichlet boundary conditions. The equations and all
quantities being non-dimensional we take {M = (−24, 24) × (−8, 8)} × {0 < t < T}, as
shown in Figure 4.1, with Dirichlet boundary conditions. Based on the data given by
the website (metric section), the Rossby number is Ro ≈ 0.067 and the Froude number is
Fr ≈ 3.16.

M

(−24,−8) 24

8

Figure 7: Domain for the equatorial Rossby Soliton.



























∂h

∂t
+

∂uh

∂x
+

∂vh

∂y
= 0,

∂uh

∂t
+

∂hu2

∂x
+

∂huv

∂y
+

g

2

∂h2

∂x
− fv = 0,

∂vh

∂t
+

∂huv

∂x
+

∂hv2

∂y
+

g

2

∂h2

∂y
+ fu = 0.

(14)
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Here :

• h is the fluid depth above the bottom which is supposed flat

• u and v are the x and y components of the velocity

• g denotes the gravity, in this case g = 1

• f is the Coriolis force, which is equals to f0 + βy, in this case f0 = 0 and β = 1

The boundary conditions are of Dirichlet type:






h∂M = 1
u∂M = 0
u∂M = 0

(15)

Initial solution :


























u(x, y, 0) = φ(x)
(−9 + 6y2)

4
e−

y2

2 ,

v(x, y, 0) =
∂φ(x)

∂x
(2y)e−

y2

2 ,

h(x, y, 0) = φ(x)
(3 + 6y2)

4
e−

y2

2 + 1,

(16)

with :

B = 0.395
A = 0.7771B2

φ(x) = Asech2Bx
∂φ(x)

∂x
= −2Btanh(Bx)φ.

Figure 8 shows the solution that we obtained by solving the equations using the Runge
Kutta 4 method, with a time step of 10−3.

We are going to compare the results using the Runge Kutta 4 methods, with a time
step of 10−3, a fine mesh of 900x300 squares, and a coarse mesh of 300x100 squares. The
multilevel method will use a cycle of 1111122222211111, where 1 is a computation on the
fine mesh and 2 on the coarse mesh, we will denote it MM37%.

Figure 9 shows that the relative error for the mass Nh (defined on top of Figure 9) is
constant at 10−13. This is confirmed by both calculations, where the mass = ρ

∫

M
hdxdy,

and ρ is the volumic mass of the fluid. :

ρ
∂

∂t

∫

M

hdxdy = 0

Figure 10 shows the potential enstrosphy on 1-level on the fin grid and on 2-levels
(MM37%).
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Figure 8: Rossby Soliton, the value of h(x,y) at t=0.05, 10, 20, 24.

Then we compare the maximal difference between the h,u and v of the two computa-
tion (one on the coarse and one using the multilevel method). Figure 11 shows that h,u,v
are the same at 10−3 until the wave touch the border on x=0, where there is a condition
of Dirichlet.

For the time saving, we compare the one-level method on the fine mesh and the one
using two-levels for 16 iterations in time which are the length of a cycle for the multilevel
one. It takes 55 seconds for the one-level method and 40 seconds for the two-levels method.
We save 15 seconds for only 16 iterations in time. This means we gain 21.4% of CPU time.

For the boundary conditions we first used the Dirichlet boundary condition as proposed
on the reference web site. The behavior of the soliton is satisfactory as long as the soli-
ton does not reach the boundary (see Figure 8). However when the soliton reaches the
boundary it is reflected in a non physically realistic way, see Figure 12. On the contrary
in Figure 13 we used some other boundary conditions being proposed in a theoretical

14



First A. Author, Second B. Author and Third Coauthor

0 5 10 15 20
time

�0.5

0.0

0.5

1.0

1.5

2.0

2.5 1e�13
Nh  : (
�
M
h��

M
h0 )/

�
M
h0

FG
MM37%

Figure 9: Computation of the relative error of the mass over time for each computa-
tions (on using 1-level on the fine grid, the other with MM37% using 2-level), which equals
(∫

M
hdxdy −

∫

M
ht=0dxdy

)

/
∫

M
ht=0dxdy, for the Equatorial Rossby Soliton

Figure 10: Computation of the potential enstrophy for the Equatorial Rossby Soliton

work in progress [23], [4]. With these boundary conditions, the boundary appears to
be transparent (non reflective) in our simulations based on the same multilevel method.
More details on our transparent boundary conditions and more simulations using these
boundary conditions will appear in a work in a progress. Another work in progress will
further develop the multilevel algorithms.

4.2 Concluding remarks

In this article we have implemented and studied a multilevel method to approximate
the solution of a hyperbolic system of conservation laws: the shallow-water equations. We
have introduced new incremental unknowns which enabled us to preserve the conserva-
tion property of the schemes. The numerical simulations show that the method remains
accurate while enabling to decrease the time of computation although a certain number
of iterations are made on the coarse grid. The method shows its best performance for
simulations requiring a small space step and very fine meshes. It could be applied with
improved efficiency by using an adaptative criterion which would depend on the problem
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Figure 11: Computation of the L∞ error between Q on 1-level and Q on 2-levels, for the Equatorial
Rossby Soliton

to be solved An improvement of this method could also be done by applying it locally
and selectively in the spatial domain. These ideas are left to future work.
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