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ABSTRACT

Over the past decade, rapid progress in optimization-based estimation and control have led to new
approaches in the study of gliding assays for motor proteins. Motor proteins are enzymes that convert
chemical energy into mechanical work having the ability to generate force and to undergo directed
motion.

This talk focuses on the model of interaction molecular track � protein motor. The model includes a
number of parameters depending on the basic assumptions. This paper describes a method of determin-
ing these parameters using the information from the gliding motility assays. The shape of the molecular
track is captured at de�nite time intervals and discretized. The stochastic differential equation describ-
ing the time evolution of the molecular track is numerically solved and the solution sampled at the same
time intervals.

Let �!r mt;f (s) = xmt;f (s)
�!
i + ymt;f (s)

�!
j ; s 2 [0; 1] be the parametrization of the measured curve

describing the shape of the molecular track f 2 f1; 2; :::; Fg at the time t 2 f0; 1; :::; Tg ; let
�!r ct;f (s; pf ; q) = xct;f (s; pf ; q)

�!
i + yct;f (s; pf ; q)

�!
j ; s 2 [0; 1] be the calculated parametrization

obtained from the solution of the stochastic differential equation of the movement of the molecular
track f 2 f1; 2; :::; Fg at t 2 [0; T ] ; where pf =

�
p1;f ; :::; pkf ;f

�
2 Rkf is the parameter-vector of the

molecular track f and q = (q1; :::; qm) 2 Rm is the parameter-vector common to all molecular tracks.
In order to use the methods of nonlinear optimization, an objective function based on the difference
between the measured shape of the molecular track and the calculated shape for different times is con-
structed. For every molecular track f 2 f1; 2; :::; Fg and each time t 2 f0; 1; :::; Tg the absolute value
of the difference between the measured and the calculated parametrization is consideredZ 1

0

����!x mt;f (s)��!x ct;f (s; p; q)��+ ���!y mt;f (s)��!y ct;f (s; p; q)��� ds:



where p = (p1; :::; pF ) 2 RK and K =
FP
f=1

kf : This difference could be interpreted as the distance

between the measured and the calculated parametrization and is denoted by dt;f (pf ; q) ; the sum of

the distances for each molecular track during the time interval [0; T ] is df (pf ; q) =
TX
t=0

dt;f (pf ; q).

The goal is to �nd a vector of parameters (p; q) 2 RK � Rm such that the calculated parametrization
had a minimal deviation from the measured parametrization. Therefore, the multiobjective optimization
problem to be solved is:8><>:

min
(p;q)2RK�Rm

(d1 (p1; q) ; d2 (p2; q) ; :::; dF (pF ; q))

pf � pf � pf ; f = 1; F
q � q � q:

where pf , pf and q; q are the the lower, respectivelly the upper limits for the parameter vector pf ,
respectivelly q.

Methodological approaches in multiobjective optimization are mostly based on the calculation of one
or several, usually ef�cient solutions which can be interpreted as compromise solutions. Only for spe-
ci�c types of the general multiobjective optimization problem, e.g, linear multiobjective optimization
problems, have algorithms been developed for computing the complete ef�cient set. In this paper an ef-
�cient method for the multiobjective optimization problem is proposed. The problem has some speci�c
features: the objective functions depend on local variables pf ; f = 1; F and global variables q. The
algorithm proposed in this paper coordinates the solution to the F subproblems to �nd the minimizer to
the original problem. The coordination is carried out by the master problem, an optimization problem
whose objective function is de�ned using information gathered from the subproblem solutions. If the
vector global variables is set to a �xed value, the problem breaks into F independent subproblems. At
each iteration of the optimization algorithm solving the master problem, all of the F subproblems are
solved and information is exchanged between the master problem and the subproblems. The master
problem is used to �nd the optimal value of the global variables.
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