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ABSTRACT 

For a certain class of industrial and structural components, fatigue crack growth is the 
typical degradation process [1]. During the operation phase, monitoring of this process 
allows anticipating the components’ evolution to failure. 
 
In practice, a robust prediction of the remaining lifetime of these components, with an 
estimate of its related uncertainty, may be difficult to obtain since the components’ 
degradation state may not be directly observable and/or the measurements may be 
affected by noise and disturbances. In these cases, model-based estimation methods 
aimed at inferring the dynamic degradation state on the basis of a sequence of noisy 
measurements, seem to offer interesting potentials for successful applications, ensuring 
a reliable quantification of the uncertainty associated to the prediction. 
 
The soundest approaches of this kind rely on Bayesian methods to combine a prior 
distribution of the unknown degradation states with the likelihood of the observations 
collected, to build a posterior distribution [2] [3]. In this setting, the estimation method 
most frequently used in practice is the Kalman filter, which is optimal for linear state 
space models and independent, additive Gaussian noises [4]. In this case, the posterior 
distributions are also Gaussian and computed exactly, without approximations. 
 
On the other hand, in most realistic cases the dynamics of degradation is non-linear 
and/or the associated noises are non-Gaussian. Various approximate methods can be 
proposed to tackle these cases, e.g. the analytical approximations of the extended 
Kalman (EKF) and the Gaussian-sum filters and the numerical approximations of the 
grid-based filters [4]. Recently, Monte Carlo sampling methods are gaining popularity 
for their flexibility and ease of design [5]. These methods go under the name of particle 
filtering because the continuous distributions of interest are approximated by a discrete 
set of weighed particles, where each particle represents a random trajectory of evolution 
in the state space and the weight is the probability of the trajectory [6] [7]. 
 



 

In this work we apply a particle filtering algorithm for predicting the non-linear 
structural response of a component subject to fatigue crack growth [9]. The approach 
allows estimating the crack depth evolution and predicting the component’s remaining 
lifetime, with the adequate quantification of the associated uncertainties. 
 
The simulation method is capable of handling nonlinear dynamics and of dealing with 
non-Gaussian noises at no further computational or design expenses. As such, it 
represents a robust prediction tool which can drive effective on-line strategies for 
improving reliability, safety and cost effectiveness. 
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