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Convergence results for the Bayesian inversion theory
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ABSTRACT

In this talk we derive convergence results for regularized solutions of linear inverse problems obtained
by the Bayesian approach in the Ky Fan metric. We show that the convergence rate is order optimal in
finite dimensional spaces. Moreover, we prove that order optimal rates can be obtained for weighted
Bayesian solutions when the dimension goes to infinity.

We study the solution of the linear ill-posed problem

Tx = y (1)

from noisy measurements of y, where T is a bounded linear operator between real separable Hilbert
spaces X and Y . We are interested in the case where the noise in the measurements can be modelled by
a Gaussian random variable.

In a first step, we treat a finite dimensional version of equation (1) as it occurs when this problem is
discretized, i.e., we deal with the solution of the problem

Ax̄ = ȳ , (2)

where A ∈ Rm×n is a (usually ill-conditioned) matrix, x̄ ∈ Rn, and ȳ ∈ Rm. We use the Bayesian
inversion theory for obtaining an approximate solution of (2). We show that both the conditional mean
estimate and the posterior distribution obtain convergence rates with the same order as the noise when
measured in the Ky Fan metric under the assumption that the prior and the noise distributions are normal
and independent.

Furthermore, we study convergence issues when problem (1) is discretized via projection. We show
that the finite dimensional conditional mean estimate cannot converge in the Ky Fan metric to the least
squares minimum norm solution as the dimension tends to infinity. We propose a weighted Bayesian
approach which can be obtained by changing the norm in the underlying space X . We prove that both
the weighted conditional mean estimate and the weighted posterior distribution obtain order optimal
convergence rates when measured in the Ky Fan metric.
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