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ABSTRACT

Lately, thanks to the improvements in computer hardware and parallel algorithms, FEM models have
become quite large and complex. In such situations, due to the lack of information, one needs to handle
uncertainty in the objects subjected to analysis, in the conditions the analysis is performed, or in the
applied mathematical models.

When variables involved in FEM possess stochastic terms, Stochastic FEM can be used to solve the
problem [1][2]. In Perturbation SFEM, one needs to solve at least as many linear systems Ax = b as
the number of stochastic terms. If each element has one stochastic term in its material properties, the
number of systems will be the number of elements. These systems have the same coefficient matrix
A and different right-hand sides b. Thus, SFEM has been considered to be unpractical for large-scale
problems.

For problems involving a number of linear systems with the same coefficient matrix A, variations of
modified CG solver have been developed[3][4][5][6]. In one of the methods called recycling Krylov
method or seed method, the Krylov subspace generated from the seed system is reused considering the
orthogonal projections in subsequent systems. This method can be applied to SFEM and reduce the
computational cost of CG iterations in the calculations of the perturbation terms.

On the other hand, the aforementioned linear systems can be solved asynchronously as a task parallel
problem. Because task parallel problems are very suitable for distributed environment, SFEM compu-
tations can be done efficiently on a distributed environment.

We modified and applied the seed method to SFEM in a grid friendly way in which the communication
cost is low and keeps its task parallel nature. Figure 1 shows the data flow and the calculation sequence
of the proposed method. With this proposed method, the calculation time for each perturbation term
could be reduced to 50%. We also integrated it into a grid application using Ninf-G[7] which is one
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Figure 1: Data Flow and Sequence of The Proposed Method

implementation of GridRPC. Advantages of utilizing Ninf-G over our former implementation that used
GT4 are easier implementation of the client application, easier handling input or output files and better
fault-tolerance. The grid application has been tested on a grid test bed consisting of multiple PC clusters.

This study was supported by Toray Industries, Inc and the 21st Century COE program of The University
of Tokyo.
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