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ABSTRACT 

In order to predict the bulk properties of porous media, viscous fluid flow was simulated 

at pore level in reconstructed porous media using the lattice Boltzmann method (LBM) 

for porosities ranging between 0.07 and 0.98. The pore level structure of the porous 

media was estimated by random packing of spheres of fixed diameter with free 

overlapping; the centers of the spheres were placed in the computational domain using a 

uniform random distribution with no spatial correlation., The fluid flow was solved in 

the pores of the reconstructed medium by using the LBM-equivalent to the Navier-

Stokes equations for a constant pressure gradient; the permeability of the medium was 

determined using the Darcy law [1]. As the validation step, fluid flow in three different 

ordered packings of spheres - Single Cubic, Body Centered Cubic, and Face Centered 

Cubic, were simulated. A sample of the predicted values of the permeability is shown in 

figure 1 as a function of the porosity; the agreement between the predicted values and 

the analytical correlation of Sangani and Acrivos [2] is excellent. At low porosities, the 

expanded series representing the analytical solution fails to accurately predict values of 

the permeability [2]. 

The predicted permeability for the random packing of spheres is in good agreement with 

the Kozeny equation [1] for moderate values of the porosity, but deviates at both the 

high and low ends of the porosity. Different sphere diameters were employed to 

investigate the effect of the spheres’ diameter on the permeability of the medium; it was 

observed that greater is the sphere diameter, higher is the calculated permeability at 

constant porosity. Normalization of the permeability by the square of the sphere 

diameter causes the permeability data to collapse on a single curve as a function of the 

medium porosity. Figure 2 shows the predicted normalized permeability for the random 

packings of spheres for three different spheres’ diameter- 25, 50 and 100 µm- and 

comparison with the Kozeny [1] and Koponen et al. [3] correlations.  
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Figure 1. Calculated permeability and comparison with the correlation of Sangani and Acrivos (1982) for 

three different ordered packings: Single Cubic, Body Centered Cubic, and Face Centered Cubic. 
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Figure 2. Normalized predicted permeability for the random packings of spheres and comparison with the 

Kozeny [1] and Koponen et al. [3] correlations. 
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