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ABSTRACT 

The performance optimization of implicit unstructured grids codes based on Krylov 
solvers has many issues. Among them, enhancing data locality and interface 
communication are two important factors. Data locality can be improved by node, edge 
and element reordering techniques. The combination of data reordering techniques with 
edge-based data structures generates lots of algorithmic possibilities. Determining 
which one yields the best performance solution for a given hardware and software 
platform is not a trivial task [1]. Code performance depends on many factors: 
computational architecture, compiler options, data layout, number of degrees of 
freedom per node (i.e. algorithm complexity) and the algorithm structure itself. 
According to previous experiments [1], there is no ultimate data layout known prior to 
execution, unless a probe is performed, since the many possible combinations may 
produce unexpected results. 

This work presents a simple method to determine which data layout is the best one in 
terms of processing time for a given computer platform. This method is simply based on 
the choice of the best results after probing the several possible data layouts. The probing 
is performed in matrix-vector product loops at execution time. Considering a particular 
parallel platform, as clusters (heterogeneous or not), the best data layout can be different 
from each other and thus, different data structures can be used together for the same 
model. The various data layouts and matrix-vector product modes available can be set 
by a combination of the following concepts: nodal ordering (improving pipelining 
processing, bandwidth optimization and indirect addressing optimization), edge 
ordering (targeting indirect addressing access and memory hierarchy optimization) and 
loop configuration (chunk and lists length and loop unrolling) [6]. Preliminary probing 
results in the simulation of a sedimentary basin at northeast of Brazil, shows 256 
possible data layouts. Results point towards non-standard data layouts coexisting among 
different processors during the analysis.  

Concerning message passing, the standard approach is to partition data before 



 

performing data reordering on each processor. Therefore, another aspect to be 
considered in parallel computations is interface (subdomain) communication costs.  The 
performance of these operations are critical to high performance computing and 
depends on many factors, including for example, physical topology of the system, 
number of processes involved and message sizes [3].  Applications with overlapped 
computations and communications are less latency sensitive and thus can achieve a 
good parallel performance and scalability. In this context, non-blocking collective 
operations have been employed to avoid unnecessary synchronization [2]. 

 Recently, techniques of floating point compression also have been studied as a 
mechanism to improve the communication performance. The aim is to reduce the 
message latencies reducing the message size [4]. Santhosh Kumar et. al. [5] shows the 
impact the both lossless and loss compression schemes on the scalability of an 
atmospheric application on clusters. In this work, we conjugate the non-blocking 
operations and compression data schemes to improve communication in our edge-based 
incompressible flow solver [7]. 

We are now undertaking computational experiments in cluster environments to study 
the combined effects of interface non-blocking overlapping communication and 
computation, floating point compression/decompression and probing in matrix-vector 
products and residual computations in edge-based unstructured grid computations. The 
results of these studies will be communicated at the time of the conference.  
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