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ABSTRACT

1. Introduction 
The paper deals with an application of global optimization methods like the artificial 

immune system or the evolutionary algorithm to the optimization problems. The main 
feature of these methods is to simulate biological processes. The evolutionary methods 
are based on the theory of evolution. The other global optimization method is based on 
the mechanism discovered in biological immune systems. The main advantage of both 
methods is the fact that these approaches do not need any information about the gradient 
of the fitness function and gives a strong probability of finding the global optimum. The 
main drawback of the approaches is the long time of calculations.

2. The artificial immune system 
The artificial immune systems [1] are developed on the basis of a mechanism 

discovered in biological immune systems. An immune system is a complex system 
which contains distributed groups of specialized cells and organs. The main purpose of 
the immune system is to recognize and destroy pathogens - funguses, viruses, bacteria 
and improper functioning cells. The lymphocytes cells play a very important role in the 
immune system. The lymphocytes are divided into several groups of cells. There are 
two main groups B and T cells, both contains some subgroups (like B-T dependent or 
B-T independent). The B cells contain antibodies, which could neutralize pathogens and 
are also used to recognize pathogens. The artificial immune systems (AIS) Balthrop J. et 
all [5], de Castro L. N and Timmis J. [3], de Castro L. N. and Von Zuben F. J. [4] take 
only a few elements from the biological immune systems. The most frequently used are 
the mutation of the B cells, proliferation, memory cells, and recognition by using the B 
and T cells. The presented approach is based on the Wierzchoń S. T. (2001) algorithm 
[1], but the mutation operator is changed. The Gaussian mutation is used instead of the 
nonuniform mutation in the presented approach.

3. Evolutionary algorithm
Sequential genetic and evolutionary algorithms are well known and applied in many 

areas of optimization problems [2]. 



The main aim of the evolutionary algorithm is the simulation of biological processes 
based on heredity (genetics) and on the natural selection (the theory of evolution) to 
create the optimal individuals (solutions) presented by single chromosomes. 

4. Example (comparison between EA and AIS)
The numerical examples present the comparison between an artificial immune 

system and the sequential and distributed evolutionary algorithms. The comparison is 
performed on the base of the optimization of the known mathematical functions, i.e.: the 
Branin function with 2 design variables, the Goldstein-Price function with 2 design 
variables, the Rastrigin function with 20 design variables, and the Griewangk function 
with 20 design variables (table 1), for the best parameters of the algorithms (detected 
earlier for these functions).

Table 1 Optimize function (Griewangk function)
Griewangk function
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Gaussian mutation
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Acknowledgment

The research is partially financed from the Polish science budget resources as a research 
project no. 2976/B/T02/2007/33.

REFERENCES

[1] S. T. Wierzchoń, Artificial Immune Systems, theory and applications, EXIT, 2001 
(in Polish).

[2] Michalewicz Z.  : Genetic Algorithms + Data Structures = Evolutionary Programs. 
Springer Verlag, Berlin 1992.

[3] L. N de Castro, J. Timmis, Artificial Immune Systems as a Novel Soft Computing 
Paradigm, Soft Computing, 7(8):526-544, 2003.

[4] L. N. de Castro,  F. J. Von Zuben, Immune and Neural Network Models: Theoretical and 
Empirical Comparisons, International Journal of Computational Intelligence and 
Applications (IJCIA), 1(3), pp. 239-257, 2001.

[5] J. Balthrop, F. Esponda, S. Forrest, M. Glickman, Coverage and Generalization in an 
Artificial Immune System. In Proceedings of the Genetic and Evolutionary Computation 
Conference GECCO 2002, pp. 3-10, Morgan Kaufmann, New York, 2002.


